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Joseph Goguen



Preface

Joseph Goguen is one of the most prominent computer scientists worldwide
His numerous research contributions span many topics and have changed the
way we think about many concepts Our views about data types, programming
languages, software specification and verification, computational behavior, logics
in computer science, semiotics, interface design, multimedia, and consciousness,
to mention just some of the areas, have all been enriched in fundamental ways
by his ideas

Considering just one strand of his work, namely, the area of algebraic spec
ifications, his ideas have been enormously influential The concept of initiality
(or co initiality) that he introduced is now a fundamental concept in theoretical
computer science applied in many subfields The Clear formal specification lan
guage was the first language with general theory composition operations based
on categorical algebra Such generality inspired Goguen and Burstall to propose
institutions as a meta logical theory of logics, so that Clear like languages could
be defined for many logics The OBJ language, one of the earliest and most influ
ential executable algebraic specification languages, also incorporated the Clear
ideas Categorically based module composition operations had an enormous in
fluence not only in formal specification, but also in software methodology: his
parameterized programming methodology predates by about two decades more
recent work on generic programming These ideas, and many others that he has
pioneered, reverberate through the pages of this volume, in which entire chapters
are devoted to some of them Furthermore, there are several regular scientific
meetings of an international scope, including the CALCO and AMAST confer
ences and the WADT Workshop, dedicated to ideas either initiated or directly
influenced by Joseph Goguen There are also a number of important languages
that have been influenced by his CLEAR and OBJ algebraic specification lan
guages, including: ACT1, ML, CASL, Maude, CafeOBJ, and ELAN

A common thread in his work is the use of abstract algebra, particularly of
categorical algebra, to get at the core of each problem and formulate concepts
in the most general and useful way possible Algebraic and logical methods are
then deployed to provide a rigorous account of meaning, both in computational
systems and in semiotic systems Furthermore, in areas in which social aspects
are involved, a humanistic perspective is combined with mathematical and com
putational perspectives to do justice in a non reductionist and critical way to a
wide range of human phenomena, including phenomena arising from the use or
misuse of computer systems in concrete social situations

This Festschrift volume, published to honor Joseph Goguen on his 65th birth
day, includes refereed papers by leading researchers in the different areas spanned
by Joseph Goguen’s work These papers were presented at a symposium in San
Diego, California, June 27 29, 2006 to honor Joseph Goguen’s 65th birthday on
June 28, 2006 Both the Festschrift volume and the symposium will allow the



VIII Preface

articulation of a retrospective and prospective view of a range of related research
topics by key members of the research community in computer science and other
fields connected with Joseph Goguen’s work We think that the papers speak for
themselves and provide a wonderful overview of Joseph Goguen’s enormously
influential ideas in one of the best ways possible, namely, by reflecting on how
they have become and are part of a vast scientific dialogue

We feel privileged to edit this volume For us it is a way of expressing our
admiration, our gratitude, and our friendship to Joseph Goguen The four of
us worked closely together at SRI’'s Computer Science Laboratory designing
and implementing the OBJ2 language during the 1983 4 academic year The
scientific enthusiasm, camaraderie, and friendship of that relatively short but
very influential period have grown over the years and have had a great impact on
our lives We are most grateful to all the authors who responded enthusiastically
to our project and have contributed an excellent collection of papers for this
volume We are also very thankful to all those, both authors and nonauthors,
who have helped us in the refereeing process to achieve a well finished scholarly
volume, and to Alfred Hofmann at Springer who has encouraged our project from
its early stages and has provided valuable advice Keith Marzullo and Briana
Ronhaar at UCSD deserve very special thanks as, respectively, Local Chair of the
Symposium and Main Local Coordinator Funding from the US Office of Naval
Research to partially support both this Festschrift volume and the symposium
through ONR Grant N00014 06 1 0280 is also gratefully acknowledged We are
particularly grateful to Ralph Wachter at ONR, who early on encouraged our
project for the Festschrift volume and the symposium Last but not least, we
warmly thank Joseph Hendrix at UTUC for his invaluable and untiring help in
preparing this volume

April 2006 Kokichi Futatsugi
Jean Pierre Jouannaud
José Meseguer
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Abstract. This essay draws on participant observation, ethnographic interviews,
phenomenological inquiry, and recent insights from the study of swarm
intelligence and complex networks to illuminate the dynamics of collective
musical improvisation. Throughout, it argues for a systems understanding of
creativity—a view that takes seriously the notion that group creativity is not
simply reducible to individual psychological processes—and it explores
interconnections between the realm of musical performance, community
activities, and pedagogical practices. Lastly, it offers some reflections on the
ontology of art and on the role that music plays in human cognition and
evolution, concluding that improvising music together allows participants and
listeners to explore complex and emergent forms of social order.

1 Introduction

The nature of creativity in the arts and sciences has been of a topic of enduring human
interest. But the dominant scholarly approach to the subject, until recently, has
proceeded from the assumption that creativity is primarily an individual psychological
process, and that the best way to investigate it is through the thoughts, emotions, and
motivations of those individuals who are already thought to be gifted or innovative.
In the past several decades, however, researchers have begun to focus more attention
on the historical and social factors that shape and define creativity, and on its role in
everyday activities and learning situations.' Yet despite this shift in the field towards
a systems perspective, the notion that creativity operates primarily on the level of
individuals (albeit now situated within a rich and complex environment), or that

! This shift is attributed in great part to the work of Mihaly Csikszentmihalyi [1], who has
argued for a systems view of creativity. The work of sociologist Howard Becker has also been
influential in this regard, as well as foundational work in sociology of knowledge (Mannheim),
activity theory (Vygotsky), communities of practice (Lave and Wenger), ethnomethodology
(Garfinkel), and ecological psychology (Gibson).

K. Futatsugi et al. (Eds.): Goguen Festschrift, LNCS 4060, pp. 1-24, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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creativity necessarily results in a creative product, has proved to be remarkably
resilient.

The practice of improvising music together calls into question many of these
assumptions.  The activity is both intrinsically collaborative and inherently
ephemeral. Since roughly the middle of last century, an eclectic group of artists with
diverse backgrounds in contemporary jazz and classical music—and increasingly in
electronic, popular, and world music traditions as well-have pioneered an approach to
improvisation that borrows freely from a panoply of musical styles and traditions and
at times seems unencumbered by any overt idiomatic constraints. This musical
approach, often dubbed “free improvisation,” tends to devalue the two dimensions
that have traditionally dominated music representation—quantized pitch and metered
durations—in favor of the micro-subtleties of timbral and temporal modification and
the surprising and emergent properties of collective creativity in the moment of
performance.”

In the community of free improvisers it is not uncommon for musicians to speak of
the importance of developing a “group mind” during performance. This requires, at
the very least, cultivating a sense of trust or empathy among group members, and,
according to some, it may also involve reaching a certain egoless state in which the
actions of individuals and the group perfectly harmonize. Percussionist Adam
Rudolph described his trio’s approach to me this way: “We all participate in creating
the musical statement of the moment. In the process of being free as a collective, you
have to have selflessness to give yourself to the musical moment and not come from a
place of ego.”’

In the moment-to-moment dynamics of improvised performance it can also be
difficult to separate individual contributions and intentions from those cultivated by
the “group mind.” Bassist Richard Davis explains: “Sometimes you might put an idea
in that you think is good and nobody takes to it... And then sometimes you might put
an idea in that your incentive or motivation is not to influence but it does influence.”*
Acknowledging this inherent complexity, saxophonist Evan Parker finds that:

However much you try, in a group situation what comes out is group music and
some of what comes out was not your idea, but your response to somebody else’s
idea... The mechanism of what is provocation and what is response—the music is
based on such fast interplay, such fast reactions that it is arbitrary to say, "Did you
do that because I did that? Or did I do that because you did that?" And anyway the
whole thing seems to be operating at a level that involves...certainly intuition, and
maybe faculties of a more paranormal nature.’

Research on creativity has tended to make a distinction between an ideation stage,
in which the non-conscious brain produces novelty through divergent thinking, and an
evaluation stage, in which the conscious mind decides which new ideas are coherent

% For two useful starting points on the web, covering principally the US and European scenes
respectively, see www.restructures.net and www.shef.ac.uk/misc/rec/ps/efi/. See also Bailey
[2].

3 Quoted in [7], p. 80.
* Quoted in [6], p. 88.
3 Quoted in [8], p. 203.
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with the creative domain. From a systems perspective, however, ideation and
evaluation may occur in individuals in a complex rather than a linear fashion, and
during ensemble performances they may become externalized into a group process.
Keith Sawyer [3], in his recent book titled Group Creativity, expands Mihaly
Csikszentmihalyi’s [4] well-known notion of “flow”—in which the skills of an
individual are perfectly matched to the challenges of a task, and during which action
and awareness become phenomenologically fused—to include the process of entire
groups performing at their peak.® Group flow, according to Sawyer, can inspire
individuals to play things that they would not have been able to play alone or would
not have explored without the inspiration of the group. Yet as a collective and
emergent property, group flow can be extremely difficult to study empirically.
Sawyer describes it as an irreducible property of performing groups that cannot be
reduced to psychological studies of the mental states or the subjective experiences of
the individual members of the group.

Models that focus on the creativity of individuals are not wrong, but like
Newtonian science, they may be inappropriate for trying to make sense of certain
types of phenomena. What we need are new models operating at a different level. In
the increasingly complex and interconnected world that we inhabit it is becoming
apparent that structure and organization can emerge both without lead and even
without seed. What happens and how it happens depends on the nature of the
network.

What implications do the study of group musical performance and the study of
complex network dynamics have for musical scholarship and more broadly for our
understandings of human creativity? In music, networks organize not only the social
world of performance (with whom you play) but also the ideascapes of creativity (by
whom you are influenced and what or how you chose to create) and the dynamics of
communities (how historical, cultural, and economic factors often dictate which
musicians and musical ideas gain notice and prestige).  Networks make
communication and community possible, but they can also concentrate power and
opportunities in the hands of a few. In this essay I explore the dynamics of group
musical improvisation and recent insights from the study of swarm intelligence and
complex networks in order to investigate some ways in which musical studies might
productively grapple with the complex of factors that establish, maintain, expand, and
even destroy musical communities.

2 Insect Music

“At one level, improvisation can be compared with the ultimate otherness of an ant
colony or hive of bees. Perhaps it was no coincidence that in the wake of drummer
John Stevens and the Spontaneous Music Ensemble, certain strands of English
improvised music were known, half-disparagingly as insect music.

David Toop [9], p. 247

6 Sawyer draws heavily on ethnographic work by Paul Berliner [5] and Ingrid Monson [6] for
his perspective on jazz and improvisation.
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Improvisation is not a revolution that pits itself against codification; it is diffuse.
Like ants stripping a carcass, it works from the inside and outside of codes.
John Corbett [10], p. 237

In Euro-American art-music culture this binary [between composition and
improvisation] is routinely and simplistically framed as involving the “effortless
spontaneity” of improvisation, versus the careful deliberation of composition—the
composer as ant, the improviser as grasshopper.

George Lewis [11], p. 38

Scientists, artists, and laypeople alike have for centuries watched in wonder as a
flock of birds spontaneously takes flight and navigates in perfect harmony, or as a
hive of bees throws off a collective swarm into the air. At the dawn of the twentieth
century, the Belgian poet Maurice Macterlinck wondered, “Where is ‘this spirit of the
hive’...where does it reside? What is it that governs here, that issues orders, foresees
the future?”’” We now know that within the swarm a half dozen or so anonymous
workers scout ahead to check for possible hive locations. When they report back to
the swarm, they perform an informative dance, the intensity of which corresponds to
the desirability of the site they scouted. Deputy bees follow up on the more
promising reports and return to either confirm or disconfirm the desirability of the
new location. Although it is rare for a single bee to visit more than one potential site,
through the process of compounding emphasis, the more desirable sites end up getting
the most visitors. In other words, the hive chooses: the biggest crowd eventually
provokes the entire swarm to dance off to its new location.

We can sense in this and other examples of complex and decentralized decision-
making certain qualities that appear to inform all life. William Morton Wheeler, the
founder of the field of social insects, argued as early as 1911 that an insect colony
operates as a type of superorganism: “Like a cell or the person, it behaves as a unitary
whole, maintaining its identity in space, resisting dissolution...neither a thing nor a
concept, but a continual flux or process.”® Even the sound of the swarm can fascinate
human ears. For her aptly titled “Bee Project,” kotoist and multimedia artist Miya
Masaoka’s positioned a glass-enclosed bee hive of 3,000 bees in the center of the
stage and amplified, manipulated, and blended its sounds with those from a trio of
improvisers, all according to the instructions in her score. Later versions of the same
work have used spatialization software to twist and tilt the sound of the hive so that
listeners can be sonically located within the swarm.

As the three quotes offered at the beginning of this section illustrate, there are
several ways in which we might wish to locate musical connections to the swarm.
Some improvised music provokes such quick reactions from players and evokes such
complicated and dense soundscapes for listeners that a literal analogy to a swarm of
insects may seem rather appropriate. And the ways in which individual improvisers
can be heard to be “picking at” a shared body of modern techniques and sensibilities
but in resolutely individualistic ways, or to be following their own creative spark
while also being sensitive to and dependent on the evolving group dynamic, may

" Quoted in [12], p. 7. Maeterlink’s book is available online at
http://www.eldritchpress.org/mm/b.html#toc.
§ Quoted in [12], p. 7.
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bring to mind the behavior of social insects that seem to have their own agenda while
also working in ways that organize the group without supervision. Finally, the notion
of “insect music” has perhaps become most associated with a type of generative
compositional scheme, and often with the power of computers to create complex
patterns from relatively simple materials, such that questions about the ways in which
creativity may be facilitated or constrained and the ways in which cultural
understandings may be reflected, reshaped, or remain concealed in this type of work
become particularly important.

In addition to being an extremely skilled improviser, the English drummer John
Stevens will always be remembered for his instrumental role in developing the scene
at The Little Theater Club in London that nurtured many in the first generation of
English free improvisers. One of his early pedagogical approaches was titled Click
Piece, and it included little more that the instruction to play the shortest sounds on
your instrument.’ In the collective setting, however, one would gradually become
aware of an emergent group sound. As David Toop [9] explains, “The piece seemed
to develop with a mind of its own and almost as a by-product, the basic lessons of
improvisation—how to listen and how to respond—could be learned through a careful
enactment of the instructions” (pp. 242-3). Steven’s Click Piece highlights one of the
central aspects of swarm dynamics; relatively simple decentralized activities can
produce dramatic, self-organizing behaviors.

In the scientific community, a growing number of researchers are exploring new
ways of applying swarm intelligence (or SI) to diverse situations.'® For instance, the
foraging of ants has led to improved methods for routing telecommunications traffic
in a busy network. The way in which insects cluster their dead can aid in analyzing
bank data. The distributed and cooperative approach used by many social insects to
transport goods and to solve navigational problems has led to new insights in the
fields of robotics and artificial intelligence. And the evolving division of labor in
honeybees has helped to improve the organization of factory assembly line workers
and equipment. As Eric Bonabeau and Guy Théraulaz [15] see it: “The potential of
swarm intelligence is enormous. It offers an alternative way of designing systems
that have traditionally required centralized control and extensive preprogramming”
(p.79).

Beyond these business and technological applications, however, one of the main
lessons of contemplating SI is that organized behaviors can develop in decentralized
ways. Can exploring and thinking about SI affect the way we make and think about
music? It remains difficult for many people to envision complex systems organizing
without a leader since we are often predisposed to think in terms of central control
and hierarchical command. The notion that music can be organized in complex ways
without a composer or conductor still leaves many scratching their heads in doubt.
Scientists have also been predisposed in the past to look for chains of command,
instances of clear cause and effect. But the emerging field of SI demonstrates that
complex behaviors and efficient solutions can be arrived at without a leader,
organized without an organizer, coordinated without a coordinator.

? Stevens titled the reverse strategy “Sustained Piece.”

10 Although this field is often presented as evolving in only the past few years, examples drawn
from the world of social insects can be found in early cybernetics theory [13], pp. 156-7 and in
dissipative structures as well [14], pp. 181-6.
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The secret of the swarm lies in the intercommunication of its members. Through
direct and indirect interactions among autonomous agents and between agents and
their environment, swarm systems are able to self-organize in decentralized, robust,
and flexible ways. Bonabeau, Théraulaz, and Marco Dorigo [16], a physicist,
biologist, and engineer working together at the Santa Fe Institute, offer a list of four
basic ingredients that through their interplay can manifest in swarm intelligence: 1)
forms of positive feedback, 2) forms of negative feedback, 3) a degree of randomness
or error, and finally 4) multiple interactions of multiple entities.

Positive feedback in SI can be usefully summarized as simple “rules of thumb” that
promote the creation of structures: activities such as recruitment and reinforcement.
Negative feedback counterbalances positive feedback and helps to stabilize the
system: it may take the form of saturation, exhaustion, or competition. A certain
degree of randomness or error is also crucial, since it enables the discovery of new
solutions and produces fluctuations that can act as seeds from which new structures
develop. Finally, SI generally requires a minimum density of mutually tolerant
individuals, since individuals should be able to make use of the results of their own
activities and the activities of others.

While something of a general and descriptive list, these ingredients do play
important roles in collective improvisation. Through positive feedback musicians not
only develop their own ideas from a kernel of inspiration, but they also work together
to support the ideas of others and the evolving ensemble sound. They “recruit” others
to support or sustain their own developments, or they may choose to “reinforce” the
creative direction of others instead. Similar to the ways in which information about
the best food source or the shortest path can be compounded among a swarm of bees
or a colony of ants, positive feedback increases the ability of an improvising group to
follow the more “promising” of many concurrent ideas being pursued by various
members.

Negative feedback in improvisation helps to keep things interesting. By
intentionally looking elsewhere for new ideas or new musical areas to explore,
individuals can either signal transitions away from ensemble moments that have
lingered too long or seem to be going nowhere (the feelings of saturation and
exhaustion), or they can productively layer divergent sonic qualities and musical ideas
together or provoke others to boost their own creativity (through a competitive
element). Negative feedback helps to maintain a balance in the evolving
improvisation so that one idea does not continue to amplify indefinitely (although a
more static approach can produce interesting results as well).

Unexpected occurrences, in the form of randomness or error, often provide both
source material and inspiration for individuals and groups to explore new sonic
territory, musical techniques, and interactive strategies. Noticing and capitalizing on
unexpected fluctuations as an improvisation unfolds can produce important structural
cues, developments, and transitions, and it represents a particular joy of improvised
music making in general. Without this third ingredient, groups of improvisers who
work together over a longer period of time might become too familiar with one
another’s musical language and approach or might fall into regular strategies of
support and counterbalance (and this of course does happen).

Finally, the notion that individuals and the group as a whole benefit from multiple
interactions and perspectives is something of an axiom in ensemble forms of
improvisation and in the community of improvisers. One of the particular challenges
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of contemporary improvisation, for both players and listeners, is to remain aware of
and sensitive to the many musical gestures and processes circulating between
members of the group in the moment of performance and between members of the
community as ideas circulate via recordings, impromptu meetings, and the
overlapping personnel of various working groups.

In much freer improvisation, the collective pattern of the group is more important
than any of the individual actions heard in isolation. But this does not deny freedom
to individual musicians. Saxophonist Evan Parker [17] highlights the ways in which
freedom works within the collective unfolding of what might easily be termed swarm
dynamics:

The freedom is of course that since you and your response are part of the context
for other people, and they have that function for you, it's very hard to unravel the
knots of why anybody is doing what they do in a given context. I think it's pretty
clear that you could sort of go with the flow, or you could go against the flow.
And sometimes what the music really needs is for you to go with the flow, and
sometimes what it really needs is for you to do something different. Or anybody,
somebody, to do something different. So that's why people improvise, presumably,
because they want the freedom to behave in accordance with their response to the
situations. But since their response then becomes part of the new situation for the
other players, it's very hard to say why a particular sequence of events unfolds in
the way it does. But we get used to following the narrative of improvisational
discourse...

Parker’s notion that “the music” needs for things to happen, needs for musicians to
do things, is a fairly common way in which improvisers speak about the process of
performance. In his liner notes to the album In Order to Survive, bassist William
Parker (no relation) expresses that, “Creative Music is any music that procreates itself
as it is being played to ignite into a living entity that is bigger than the composer and
player.”'>  While these comments certainly resonate with the notion of a
superorganism touched on earlier, they may also highlight an additional dimension of
SI research: interactions within a swarm can be both direct and indirect. The direct
interactions are the obvious ones: with ants this can involve antennation or
mandibular contact, food or liquid exchange, chemical contact, etc. But indirect
interactions are more subtle. In SI they are referred to by the rather cumbersome term
stigmergy (from the Greek stigma: sting, and ergon: work). Stigmergy describes the
indirect interaction between individuals when one of them modifies the environment
and the other responds to the new environment rather than directly to the actions of
the first individual. This helps to describe the process of “incremental construction”
that many social insects use to build extremely complex structures or to arrange items
in ways that might at first seem arbitrary or random. And because positive feedback
can produce nonlinear effects, indirect interaction can result in dramatic bifurcations
when a critical point is reached: for example, some species of termites alternate

" Here we might also want to envision the creative process of each individual as a type of
swarm dynamic, as the processes of ideation and evaluation can work rapidly and in complex
and nonlinear ways.

'* Black Saint records 12015902 (1995).
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between non-coordinated and coordinated building to produce neatly arranged pillars
or strips of soil pellets.

But swarm intelligence has its limits and its drawbacks. Social insects can adapt to
changes in their environment, but only within a certain degree of tolerance. For
instance, many social insects are able to seek out and find new food sources when an
existing one is exhausted, or some species are able to reallocate labor roles if the
number of required workers for a specific task dwindles, all without explicit
instruction. But the “army ant syndrome” offers a compelling example of the limits to
this adaptability and of swarm intelligence in general. Among army ants, when a
group of foragers accidentally gets separated from the main colony, the separated
workers run in a densely packed “circular mill” until they all eventually die from
exhaustion.  Although able to function well within the group under normal
circumstances, an unpredictable perturbation of a large enough degree can destroy the
colony’s cohesiveness and make it impossible for the group to recover.

For a musical analogy, while sensitivity to the group is an essential component of
improvised performance, to blindly base one’s own playing on what others do or to
simply follow the group as an overriding strategy can lead to rather inflexible and
ineffective results, producing a musical “circular mill.” And many improvisers, if
they sense that all of the participants are following each other too carefully, will “go
against the grain” or “forge out on their own” into new sonic territory; in other words,
they will defy the logic of the hive mind. To return briefly to our earlier example of
John Stevens’s Click Piece, although this generative approach to collective
improvisation offered an effective way to make “quite ravishing” music with a large
ensemble comprising players of mixed ability and experience, to more skillful and
confident musicians it quickly became an unproductive limitation. Simplifying the
parameters for improvisation can be useful and even necessary for making large
ensembles swarm effectively, but in the more intimate setting of a small group,
arguably the preferred arrangement for the majority of free improvisation enthusiasts,
a less restrictive framework is usually desired.

The cohesion of small groups can also be jeopardized by imbalances that lead to
polarization. Drawing on research with decision-making among corporate boards and
committees, James Surowiecki [18] identifies a few qualities that appear to factor into
all intimate social settings: earlier comments are more influential; higher status people
talk more and more often; and status is not always derived from
knowledge/experience. Since constantly making comparisons and adjustments to
others can result in an unproductive “group think,” it is important for individuals to
champion their own ideas in small group settings. But too much vehemence in this
can lead to a completely polarized setting or to an “information cascade” when others
are subsumed by a singular view or opinion. In short, deference to the ideas of others
is important, but so is dissent when required.

Without a doubt there are important differences in the degrees of freedom allowed
in a swarm of bees and in the sonic swarm of collective improvisation. But if
interesting complexities can emerge from groupings of individuals with a limited
array of communication possibilities, how much more can we expect from
experienced and creative artists? J. Stephen Lansing [19], an anthropologist who also
serves as external faculty at the Santa Fe Institute, wonders about complex adaptive
systems in general: “What if the elements are not cells or light bulbs but agents
capable of reacting with new strategies or foresight to the patterns they have helped to
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create?” (p. 194). Much of the current research by social scientists on complex
adaptive systems is concerned with precisely this question.

The field of SI is still very much in its infancy. It is often extremely difficult for
researchers to understand the inner workings of insect swarms and the variety of rules
by which individuals in a swarm interact. Even in those cases when we can
understand the behaviors of individuals, we may still be unable to predict or
understand the dynamics of the overall system since countless other environmental
factors come into play. When transposed into the realm of humans, these
uncertainties only compound themselves. Discussing the business and technological
applications of SI, Bonabeau and Théraulaz [15] confess that: “Although swarm-
intelligence approaches have been effective at performing a number of optimization
and control tasks, the systems developed have been inherently reactive and lack the
necessary overview to solve problems that require in-depth reasoning techniques”
(p.79). We still don’t know enough about social insects, little less social humans, to
be able to understand how certain group behaviors emerge and evolve.

Nevertheless, the notion that a group can have capacities and capabilities that
extend beyond the scope of any of its participating members is a powerful one. In a
provocative chapter titled “Hive Mind” from his book Out of Control, Kevin Kelly
[12] points out that the hive does possess much that none of its parts possesses. Not
only does swarm intelligence represent a type of distributed perception for the hive,
but the hive also possesses a type of distributed memory; the average honeybee
operates with a memory of six days, but the hive as a whole operates with a
distributed memory of up to three months, twice as long as the lifetime of the average
bee. Bonabeau et al. [16] write:

We suggest that the social insect metaphor may go beyond superficial
considerations. At a time when the world is becoming so complex that no single
human being can really understand it, when information (and not the lack of it) is
threatening our lives, when software systems become so intractable that they can
no longer be controlled, perhaps the scientific and engineering world will be more
willing to consider another way of designing “intelligent” systems where
autonomy, emergence and distributed functioning replace control, prepro-
gramming, and centralization (p.22).

We might also hope that the music world will continue to explore ways of
organizing sonic and social experiences that do not hinge on centralized notions of
control. Well aware of these concerns, trombonist/composer/scholar George Lewis
[20] writes in a recent essay reflecting on improvisation and the orchestra:

Orchestra performers operate as part of a network comprised not only of
musicians, composers and conductors, but also administrators, foundations, critics
and the media, historians, educational institutions, and much more. Each of the
nodes within this network, not just those directly making music, would need to
become “improvisation-aware,” as part of a process of resocialization and
economic restructuring that could help bring about the transformation of the
orchestra that so many have envisioned.
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3 A Web Without a Spider

If group improvisation may be heard in its best moments to demonstrate complex and
emergent properties that are somehow greater than the sum of its parts, then
investigating individuals and ensembles in isolation of the network of surrounding
influences will not suffice. And as we move our gaze further into the social and
historical realms, the notion that any one individual is controlling their own web of
musical sounds and meanings becomes rather untenable. We need to reorient our
analytical framework to take account of the dynamics that occur in ensembles as they
perform together over days, weeks, months, and even years. And we need to
acknowledge the ways in which influences in musical communities circulate through
more than the sounds of performances and recordings; meaning is everywhere, not
simply in the “sounds themselves.” The networks involved include a host of social
conventions and material artifacts that affect the ways in which music is made and
heard: from the funding sources or media attention that a performer may receive to
the casual conversations or critical reviews that a performance may provoke. While it
may be fairly common to acknowledge the subtle influence that specific audiences
and venues can have on performance, especially in relation to improvisation, the
network of material, economic, technological, educational, and social factors at play,
and the complex meanings that they generate through their interactions, are far more
involved than that. In fascinating ways, this network-style organization both shapes
and is shaped by the activity of all of its participants; everyone changes the state of
everyone else. Although the spontaneous and surprising occurrences in improvised
performance can attract our immediate attention, it is through the dynamic interplay
of social, material, and sonic culture that we begin to sense the true lifeblood of the
music.

Although networks have interested researchers for decades, until recently, each
system tended to be treated in isolation, with little apparent reason or possible means
to see if its organizational dynamics had anything in common with other networks.
We are only now beginning to piece together some important qualities of, and
approaches to, the study of complex dynamic networks on a broad scale. But Albert-
Laszl6 Barabasi [21], one of the leading researchers in this still nascent field,
optimistically predicts: “Network thinking is poised to invade all domains of human
activity and most fields of human inquiry. It is more than another helpful perspective
or tool. Networks are by their very nature the fabric of most complex systems, and
nodes and links deeply infuse all strategies aimed at approaching our interlocked
universe” (p. 222).

The notion of networks may bring to mind rather bare-boned models of how things
are connected. To some extent this is true, since simplifying detail on one level of a
network can highlight organizational similarities on another that would otherwise go
unnoticed. Network models, however, are increasingly able to take account of some
of the rich dynamics that occur when individual components are not only doing
something—generating power, sending data, even making decisions-but also are
affecting one another over time. Steven Shaviro [22] writes in his book Connected,
Or What it Means to Live in the Network Society:



Sync or Swarm 11

As it seems to us now, a network is a self-generating, self-organizing, self-
sustaining system. It works through multiple feedback loops. These loops allow
the system to monitor and modulate its own performance continually and thereby
maintain a state of homeostatic equilibrium. At the same time, feedback loops
induce effects of interference, amplifications, and resonance. And such effects
permit the system to grow, both in size and in complexity. Beyond this, a network
is always nested in a hierarchy. From the inside, it seems to be entirely self-
contained, but from the outside, it turns out to be part of a still larger network (p.
10).

Music, as an inherently social practice, thrives on network organization. On
perhaps the most tangible level, a musician’s livelihood and creative opportunities
frequently depend on the breadth and depth of one’s network of social and
professional contacts. But network dynamics shape the sounds, practices, and
communities of music in decidedly more complex and subtle ways as well.
Musicians are influenced by their years of training or apprenticeship, countless hours
spent listening to music both publicly and privately, and perhaps most
comprehensively (yet frequently least acknowledged) by the historical and cultural
conventions of a given time and locale. The topics and techniques of music education
also depend on these network-style dynamics, which inform the process of choosing
canons and of exploring and imparting the intricacies of musical theory and musical
aesthetics. Finally the music industry’s far-reaching networks of production and
distribution, and increasingly its consolidated and insular organizational practices,
have the power to structure, at some degree or another, the networks of inspiration
and possibility for nearly everyone who is deeply committed to music.

Yet music researchers have in the past focused the lion’s share of attention on the
creative work of individuals, often treating their “work™ as a collection of static
objects (e.g., scores or recordings) to be dissected and categorized. It is not
uncommon to hear graduate students in musicology programs lamenting (or coming
to terms with) the fact that they must find an increasingly obscure composer or
performer on whose work to focus their “comprehensive” scholarly lens. There has,
of course, been a pronounced and welcome shift in the past few decades towards a
“new musicology” that takes into account the historical and cultural factors that
influence not only the original production of a musical “work,” but also its variable
reception, taking particular notice of gender and racial constructions that may affect
both of these.”” And there has been a marked increase in the number of scholars
interested in expanding the scope of musical investigation into popular and non-
Western topics as the fields of ethnomusicology and popular music studies have come
into their own. But on the whole, music scholarship is only now beginning to focus
attention on the organizational complexities of music rather than treat it as the
provenance of a few gifted and prolific individuals.

The musical community has a vested interest in understanding network dynamics,
although individuals may vary considerably in their specific expectations. Network
thinking can shed light on the cultural power inequities that produce imbalances in
social and economic interactions. It may also tell us much about the spread of ideas
in musical communities and marketplaces under diverse historical and cultural

13 For examples, see the work of Susan Mclary and Suzanne Cusick among others.
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conditions. Creative musicians may hope to find in network dynamics glimpses of
future directions for innovation or influence, strategies for how to avoid or disrupt
network hubs and established practices in hopes of alternative community
reorganization, or the means by which they might increase their own professional
contacts and opportunities.

Actor-Network Theory (ANT), a sociological approach that has emerged out of
science and technology studies, is geared towards embodying this very tension
between the centered ‘actor’ on the one hand and the decentered ‘network’ on the
other. As John Law [23], one of the field’s leading researchers, remarks: “In one
sense the word [actor network theory] is thus a way of performing both an elision and
a difference between what Anglophones distinguish by calling ‘agency’ and
‘structure’” (p.5)."* In short, ANT does not accept the notion that there is a
macrosocial system on the one hand, and bits and pieces of derivative microsocial
detail on the other. According to Law:

If we do this we close off most of the interesting questions about the origins of
power and organization. Instead we should start with a clean slate. For instance, we
might start with interaction and assume that interaction is all that there is. Then we
might ask how some kinds of interactions more or less succeed in stabilising and
reproducing themselves: how it is that they overcome resistance and seem to
become "macrosocial"; how it is that they seem to generate the effects such as
power, fame, size, scope or organisation with which we are all familiar. This, then,
is the one of the core assumptions of actor-network theory: that Napoleons are no
different in kind to small-time hustlers, and IBMs to whelk-stalls. And if they are
larger, then we should be studying how this comes about—how, in other words,
size, power or organisation are generated. "

As musical traditions expand in scope and popularity, better-connected “hubs” tend
to emerge. In jazz, for example, the "hubs" of Louis Armstrong, Duke Ellington,
Charlie Parker, Miles Davis, and John Coltrane, among others, are impossible to
ignore. During their lifetimes these musicians were well respected and well
connected (although not always early in their careers and not by everyone) and their
influence has only grown since. With the spread of institutionalized jazz education
and the increasing reliance of major labels on re-releasing canonical jazz recordings,
the visibility and "connectedness" of these hubs may only continue to grow. For
instance, in the last few years Columbia, Atlantic, and Verve have all drastically
reduced their roster of living artists in favor of re-releasing older material. Even the
Marsalises, perhaps the most visible jazz performers today, no longer have a major
record deal. David Hajdu [24] perceptively writes in an Atlantic Monthly spread on
Wynton: "Where the young lions saw role models and their critics saw idolatry, the
record companies saw brand names—the ultimate prize of American marketing. For
long established record companies with a vast archive of historic recordings, the
economies were irresistible: it is far more profitable to wrap new covers around
albums paid for generations ago than it is to find, record, and promote new artists" (p.
54).

' For other important work in ANT see the publications of Geoffrey C. Bowker and Susan
Leigh Star.
'3 http://www.comp.lancs.ac.uk/sociology/soc054l.html.
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For an artistic tradition to remain dynamic and healthy the network dynamics that
take note of history and provide hubs for a common language and style should not
become too powerful. If the disparity between the hubs and the remainder becomes
too great, there may be a “tipping point” beyond which communication and
innovation in a tradition can suffer dramatically.'® In the same Atlantic Monthly
article, Jeff Levinson, the former Columbia Jazz executive, is quoted as saying: "The
Frankenstein monster has turned on its creators. In paying homage to the greats,
Wynton and his peers have gotten supplanted by them in the minds of the populace.
They've gotten supplanted by dead people" (p. 54)."” The disparity of attention in
music seems to be regulated through the process of interaction. This can come in the
direct form of collaboration between artists, but also in the indirect form of media
attention, record sales, performance opportunities, and arts funding or sponsorship.

In what is perhaps its most radical move, ANT attempts to take account of the
heterogeneous networks that include not only social or human dimensions, but also
the material dimensions that make human and social behaviors possible. ANT
explores how these heterogeneous networks come to be patterned to generate effects
like organizations, inequality, and power. Joseph Goguen explains:

Actor-Network theory can be seen as a systematic way to bring out the
infrastructure that is usually left out of the “heroic” accounts of scientific and
technological achievements. Newton did not really act alone in creating the theory
of gravitation: he needed observational data from the Astronomer Royal, John
Flamsteed, he needed publication support from the Royal Society and its members
(most especially Edmund Halley), he needed the geometry of Euclid, the
astronomy of Kepler, the mathematics of Galileo, the rooms, lab, food, etc. at
Trinity College, an assistant to work in the lab, the mystical idea of action at a
distance, and more, much more.'®

The goals of network theory are gradually shifting from describing the topology of
systems to understanding the mechanisms that shape network evolution. Barabasi [21]
acknowledges that, “We must move beyond structure and topology and start focusing
on the dynamics that take place along the links. Networks are only the skeleton of
complexity, the highways for the various processes that make our world hum. To
describe society we must dress the links of the social network with actual dynamical
interactions between people” (p. 225).

As in a house of mirrors, the science of networks has seemingly led us to a place in
which all of the details matter and, to some extent, none of them do. Since at least the
work of Emile Durkheim we have known that large-scale social phenomenon—the
predictable number of Parisians who commit suicide every year—can be independent
of the particulars—which Parisians are actually led to kill themselves and why. And

'S For a popular science treatment of the notion of a “tipping point” see Gladwell [25 ].

'7 For a recent example of how powerful hubs have become in jazz, the San Francisco Jazz
Spring 2005 series of concerts featured no less than seven tributes to the music of John
Coltrane within a month’s time, including versions of his music from the albums 4 Love
Supreme, Ascension, Africa Brass, Crescent, and Interstellar Space. There was also a concert
by the Mingus Big Band and a tribute to the music of Rashaan Roland Kirk as well.

' http://carbon.cudenver.edu/~mryder/itc_data/ant_dff.html.




14 David Borgo

despite the enormous complexities of the Isaac Newton example described above,
scientists in the modern era glean what they need to from Newton, usually without
reading his original work, and they move on to more pressing concerns.

Yet the details and vagaries of a network system do seem to matter enormously.
Although network theory often focuses on large-scale behaviors, these large-scale
behaviors are fundamentally provoked by the ability of one individual to influence
another and the notion that people can change their strategies depending on what
other people are doing. Through these dynamics alone, systems can self-organize in
remarkably complex ways.

In music, the practice of free improvisation is perhaps closest to this ideal of a self-
organizing system. Its bottom-up style emphasizes possibilities for adaptation and
emergence; it accentuates creativity-in-time and the dynamics of internal change. The
structures of improvisation can also continue to be extended in boundless ways
(although the system may be circumscribed, at least in part, by the abilities, materials,
and experiences of those who are participating). From one perspective, improvised
music is resilient to individual “mistakes” since sounds can be re-contextualized after
the fact by either the original performer or others in the group. And if one musician
drops out or is unable to make a performance, the system can often continue to
function without major interruption, perhaps even organizing in ways that are both
novel and more complex. From another perspective, however, group improvisation
may be less resilient to personality conflicts or pronounced aesthetic differences
between individuals. With traditional musical practices that are organized in a
predominantly hierarchical manner, personality differences can often be managed in
deference to the group leader, the authority of the musical score, or the
professionalism of “getting the job done.” Free improvisation ensembles tend to aim
for a more egalitarian organization that makes them particularly susceptible to the full
spectrum of both musical and so-called “extra-musical” influences. "’

Despite its many promising qualities, improvisation is also rarely, if ever, the
“optimal” means to achieve a specific musical end (although it may in fact be both a
quicker and easier route to certain types of chaotic dynamics). The internal dynamics
of an improvising ensemble (particularly larger groupings of musicians) can be slow
to respond to change, and are, for the most part, beyond the control of any one
individual. Even when things do appear to work well, it will be impossible to analyze
the system’s dynamics during or after the fact with absolute precision. As with other
emergent forms of order, the collective dynamics of improvisation will, by definition,
always transcend the full awareness of individuals. For these and other reasons, many
ensembles choose to adopt certain compositional schemes or devices in order to offer
some additional degrees of control over the situation. There is no guarantee,
particularly in individual performances, that divergent components will find ways to
self-organize effectively.”’ In general, however, the improvising music community

1 For a related discussion see [26].

1t is interesting to note that, for a music predicated on what can be a very risky endeavor—to
improvise collectively in a group setting—accounts of failure can be very difficult to locate in
both the academic and trade coverage of the music. Similar to mechanical systems, we may
learn as much or even more by examining occasions on which improvised performance appears
to falter
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demonstrates the remarkable ability to absorb the new and the diverse without
disruption.

Individual ensembles will often, over time, establish their own sense of identity or
coherence. The boundary that develops naturally within an ensemble is not
necessarily one of personal affinity or exclusion, or one of aesthetic mandate, but
rather one of trust and conviviality. Like the boundary of a storm or the membrane of
a human cell, this boundary is both permeable and permanent. It defines the identity
of the system but also allows for the ongoing dynamics of exchange that are necessary
to maintain its existence. Of course, a certain danger may lurk for both physical and
musical systems if this boundary becomes either too porous or too impermeable. If
too much exchange is fostered with outside forces, the identity of a system may be put
in jeopardy. Likewise, if too little exchange is allowed or encouraged, a system may
decline either from reduced internal dynamics, or from its inability to continue to
adapt to the changing dynamics of its environment.

Network theory tells us that very different things can be connected through
surprisingly short distances. Small effects can have large causes, while at other times
large disturbances may be absorbed without much notice. Although the predictive
power of network theory is still an open question, it may be enough that through these
perspectives and approaches we can gain a better understanding of the structure of
connected systems and the way that different sorts of influences propagate through
them. Duncan Watts [27], another leading voice in the field, reminds us that,
“Darwin’s theory of natural selection, for instance, doesn’t actually predict anything.
Nevertheless, it gives us enormous power to make sense of the world we observe, and
therefore (if we chose) to make intelligent decisions about our place in it” (p. 302).

Although only limited work has been done on large-scale music networks to date,
one study that explored the relationships between jazz musicians from 1912 to 1940
found so-called “small world” properties. By using the Red Hot Jazz Archive
database on the Internet, Pablo Gleiser and Leon Danon [28] found that, on average,
only 2.79 steps separated early jazz musicians from one another. Their model also
captured the clustering of jazz musicians by geography, with New York and Chicago
as the major hubs, and by race, due to the highly segregated nature of the music
industry at the time. As in most human networks, a few individuals had very high
degrees of connectivity. Guitarist Eddie Lang topped their list, with connections to
415 other musicians, while artists like Jack Teagarden, Joe Venuti, and Louis
Armstrong were all in the top 10 of most connected musicians. UCSD Professor
Richard Belew and I are beginning a similar project to study the network dynamics of
musical communities using discographic information that will take account of more
contemporary artists as well.

Through the wonders of modern network technologies we can now connect to the
farthest reaches of the globe in an instant. And with more than a century of recorded
music available to us, we can easily engage with sounds that are similarly removed
from us, both culturally and historically. But in the age of iPods and web surfing we
also experience the world in increasing isolation at the same time. Yet the
resoundingly social nature of music, when viewed as performance rather than product,
offers the possibility for humans to synchronize their ears, brains, and bodies in ways
that may be unavailable otherwise. And improvised music’s particular penchant for
the emergent and unexpected may even allow us to explore and expand our own
homophily parameter—the sociological tendency of like to associate with like—as
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familiar and less familiar sounds and people join together to find a common ground,
even if only temporarily.”!

4 Harnessing Complexity

How can these practices be nurtured, particularly within the rather serious and sedate
halls of the music academy? The jazz community has traditionally stressed a type of
learning that might be called in contemporary discourse embodied, situated, and
distributed.”” Not only have many performers stressed the full integration of aural,
physical, and intellectual aspects of the music, but the notion that learning and
development can only occur within a supportive community is seen as paramount.
The Association for the Advancement of Creative Musicians (AACM) in Chicago and
the Creative Music Studio (CMS) in Woodstock, NY are two of the better-known
examples of this pedagogical orientation. In the standard music academy, however,
the study of musical improvisation has often been shoehorned into the conventional
curriculum or simply not addressed at all.

When addressed, institutionalized approaches to teaching musical improvisation
have tended to stress individual facility through memorization and pre-planning,
leaving little room for collective experimentation. Jonty Stockdale [29] finds that:
“[IJmprovisation in jazz studies programmes is infrequently developed through a
collective process, with a preference for the development of soloing facility through
the absorption and imitation of pre-existing language, usage, and style. Whilst this is
regarded as important for the development of a young jazz musician, matters of self-
expression, individualism, and most importantly experimentation are often left to later
stages, by which time exploration of free collective playing can appear unnecessary or
even redundant” (p. 109).

In his account of group creativity, Keith Sawyer [3] makes an important distinction
between a problem-solving and a problem-finding approach to art. Artists adopting
problem-solving techniques begin with a relatively detailed plan and work to
accomplish it successfully. Those employing a problem-finding approach, by
contrast, search for interesting problems as the work unfolds in an improvisatory
manner. Many beginning jazz improvisers are stuck in a problem-solving mode. As
pianist/composer Anthony Davis expressed to me in a recent interview: “They have
been taught right and wrong—these are the notes, these are the chords, these are the
arpeggios that work on a given chord. This chord happens on the 5 bar [in a blues].”
But through extended listening, practicing, and playing with musicians who are more
experienced, Davis finds that jazz players can move from a “dependence on
articulating the form” to “using the form, realizing that [the tune structure] is the
beginning of something and you have to create something else... They have to do
more than just keep time, they have to articulate time... They can make melodic

2! Duncan Watts’s current research shows that the most searchable networks involve
individuals who are neither too one-dimensional nor too scattered. As long as people have at
least two dimensions along which they are able to judge their similarity to others, then small
world networks are possible—people can still find short paths to remote and unfamiliar areas.

2 For more on this topic see chapter seven in Borgo [40].
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choices that are at least as strong as the melody that was there before.” Even as
students become more proficient, however, Davis reminds them that, “You have to
get beyond your mannerisms to really come up with a musical idea as opposed to a
catalog of what you do.”

Problem-finding approaches are equally important when improvising in a group,
since it is often impossible to determine the meaning of an action until other
performers have responded to it. The particular challenge of group improvisation,
then, is that each performer may have a rather different interpretation of what is going
on and where the performance might be going. In other words, intersubjectivity is
intrinsic to group performances. For Sawyer [3], however, “The key question about
intersubjectivity in group creativity is not how performers come to share identical
representations, but rather, how a coherent interaction can proceed even when they do
not” (p. 9). In part, this is possible because individuals shape a performance on both
denotative and metapragmatic levels; they simultaneously enact the details of a
performance and negotiate their interactions together. Even if a singular meaning to
performance always remains elusive, participants can shape the ways in which their
various interactions unfold.

Davis stresses that it is critical that students learn the difference between listening
and following: “In order to listen, you don’t necessarily follow...You try to construct
something that coexists or works well with something else—not necessarily this tail-
wagging-the-dog thing where you just follow someone.” For Davis, “Listening is
knowing what someone is doing and using it in a constructive way, as opposed to
mimicry, just trying to demonstrate that you are quote-unquote listening.” The very
notion that everything could be heard, processed, and immediately responded to
during complex moments of improvised music is, by itself, far too facile.
Trombonist/composer/scholar George Lewis [11] describes a type of “multi-
dominance” in improvised music-an African-American aesthetic by which
individuals articulate their own perspectives yet remain aware of the group dynamic,
ensuring that others are able to do so as well.

Yet exactly how group flow is cultivated in improvised performances can remain
rather mysterious. Describing his general approach to me, contrabassist Bertram
Turetzky remarked: “One way when I play free music, I try not to think of anything. 1
respond or I initiate. And whatever my intuitions tell me, I go with them... Other
times in free music, I play with people perhaps I don’t know. And I say, well, the last
one started soft and slow and got faster and then went back... So all of a sudden I
start banging things and doing all kinds of stuff... For some people, I think you have
to be very rational. And you perhaps have to have an idea of where you think it could
go, and be the quarterback.” Turetzky acknowledged that establishing a proper group
rapport can be difficult “if someone has a big ego and wants to make everything
compositional.” When he perceives that the group flow is in jeopardy, at times he
may adopt a third strategy: “If there are three of four people, maybe I’1l stop a little
bit and let them see what they want to do. If there is a mess, let them sort it out. Let
them start something and maybe I can support them.”

Certain exercises employed by improvising actors may be useful for improvising
musicians. For instance, dramatist Keith Johnstone [30] believes that, “Humans are
too skilled in suppressing action. All the improvisation teacher has to do is to reverse
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this skill and he creates very gifted improvisers. Bad improvisers block action, often
with a high degree of skill. Good improvisers develop action” (p. 95).> Improvising
actors are taught that, instead of denying or rejecting what has been previously
introduced into the dramatic frame, they should accept the actions/words of others as
dramatic “offers” and, in turn, add something to the dramatic frame, i.e., present a
complimentary “offer,” or “revoice” an existing “offer.” The inherent challenge is to
avoid circumscribing or over-directing the group flow. This does not, however,
preclude the possibility of swiftly changing dramatic or musical directions, as the case
may be, but care should be taken to do this in a way that keeps previous developments
available for future moments of reference or expansion; a practice called “shelving”
by improvising actors. Of course, evaluating exactly when “revoicing” or “shelving”
the “offers” of others has been successful can be a tricky proposition. And the
inherent complexity, polyphony, and polysemy of music can make this even more
challenging. At heart, however, these exercises in improvised theater, and similar
ones adopted by musicians, are designed to improve one’s ability to listen and
remember, so that the ongoing group development will be stimulated rather than
curtailed.

Compositional schemes and strategies are often employed to help organize
improvised music, either prior to, or in the moment of, performance. Deciding how
or how much to organize performances, here again, becomes a tricky endeavor. John
Zorn’s Cobra may be the best-known ‘“game piece” for improvising musicians.
Making a distinction between his work and conventional notions of composition,
Zorn remarked:

In my case, when you talk about my work, my scores exist for improvisers. There
are no sounds written out. It doesn’t exist on a time line where you move from one
point to the next. My pieces are written as a series of roles, structures,
relationships among players, different roles that the players can take to get
different events in the music to happen. And my concern as a composer is only
dealing in the abstract with these roles like the roles of a sports game like football
or basketball. You have the roles, then you pick the players to play the game and
they do it. And the game is different according to who is playing, how well they
are able to play...**

With their attentions already engaged in complex ways during performance, others
worry that highly involved schemes for structuring improvisation can hinder rather
than assist the natural development of the music. For instance, performer/scholar
Tom Nunn [32] writes: “When improvisation plans are complicated—no matter how
clear or well explained they might be—the attention of the improviser is constantly
divided between the plan and the musical moment, having to remember, or look at a
score, a graphic, or even a conductor. What often happens is that both the plan and
the music suffer from this divided attention” (p. 162).

In a recent interview, contrabassist Mark Dresser discussed with me the challenges
inherent in structuring pieces for improvisers: “Composition is often about control.
You have to build [improvisation] in. I’ve built pieces that have been little prisons,

3 For a related treatment regarding jazz improvisation, see [31].
2 Quoted in [10], p. 233.
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too. You’re looking at something really specific.” But he added, “It’s a trip to find
the balance. You try to find combinations where you have real focus and
condensation, and points of real expansion. For me, it is all about being a complete
musician. All of those things are interesting. At different points in the evening I try
to have all of those things. Its funny, though, when you get in the composer’s head
it’s really hard to let go of trying to control it or to create this kind of balance.”

Even compositional strategies that have the sole intent of facilitating group
improvisation during performance can backfire. Referring to Butch Morris’s
extensive system of conducted gestures designed to help organize improvised
performances, Dresser commented: “I’ve seen the conduction thing be a disaster with
people who just don’t like to be controlled.” Without pre-conceived strategies,
however, there is an ever-present danger that improvised music will fail on its own.
This danger may also increase with the size of the group. Philip Alperson [33] writes:
“As the number of designing intelligences increases, the greater is the difficulty in
coordinating all the parts; the twin dangers of cacophony and opacity lurk around the
corner” (p. 22).

This makes those moments when group improvisation is deemed successful all the
more powerful. While interviewing bassist Lisle Ellis, he confided: “A lot of
improvised music I don’t think is very good music. But man, when it hits, it’s
extraordinary! That’s what I’ve spent my life doing—waiting for those moments when
it really lines up—to find a way to have some consistency in it. Some days I think I
really know how to do that and other days I think I don’t have a clue.” In a telling
aside that highlights this balancing act of harnessing creativity, Ellis remarked, “I’ve
got to write more stuff down. I’ve got to write less stuff down.”

When discussing improvisation and composition, it can be particularly challenging
to avoid thinking in terms of simple dichotomies while at the same time remaining
leery of equally facile truisms about the music. Only with dualistic thinking, which
presents two things as opposed and forces one to choose between them, are preparing
for something in advance and the leap of freedom into the unforeseen viewed as
antithetical or incompatible. Dresser finds that, “Within control there are lots of
possibilities for freedom.” And discussing his time spent as young man in classes
with Muhal Richard Abrams at the AACM school, George Lewis [34] writes:
“Improvisation and composition were discussed as two necessary and interacting
parts of the total music-making experience, rather than essentialized as utterly
different, diametrically opposed creative processes, or hierarchized with one
discipline framed as being more important than the other” (p. 86). Dresser recounted
a telling moment during his first tour with Anthony Braxton’s quartet that resonates
with this issue: “The only time that Braxton criticized the quartet, he said, ‘Well, you
guys are playing the music correctly, but you’re just playing it correctly.” The
criticism was you are being too dutiful, you’re not taking a chance. That was the day
that the format of the music actually changed, from being a solo-based music to an
ensemble music. All of a sudden, the nature of the music became different. That
moment articulated when the group came into its own.”
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5 Final Thoughts

Why do people tend to assume that systems are organized either by lead or by seed?
In part, this is undoubtedly due to the fact that many if not most of our social
institutions and artistic creations are organized in this way. Yet an extreme reliance
on centralized organization and centralized metaphors in the past has led to a situation
in which many people are unwilling or unable to imagine systems organizing in a
decentralized fashion.”> When people hear music they tend to assume a composer, a
leader, or, when that music is improvised, they tend to assume that creativity emerges
solely from the individual. In many cases these intuitions may be right. But one of
the more encouraging aspects of much contemporary experimental music is that it is
not always easy or even possible to know if a particular instance of music was or was
not composed ahead of time.”® And the generative power of computers is blurring
these lines even further. Perhaps most encouraging of all, however, is the fact that
creativity is increasingly being viewed as a web of network interactions operating on
all scales, reflecting individual, social, cultural, and historical dimensions.

There are many compelling reasons to view artistic behavior not as some special
kind of activity cut off from the rest of human behavior but rather as much an
adaptation to the environment as any other human activity. Since a primary drive of
human beings is to perceive the environment as comprehensible and to make
successful predictions about the future, we have developed a cognitive/sensory
orientation that filters out any data that is not relevant to the needs of the moment.
But since such an orientation does not prepare an individual to deal with a particular
situation but only with a category, or kind, or class of situations, much of the
suppressed data may very well be relevant. The arts in general, and music in
particular, may serve the function of breaking up entrenched orientations, weakening
and frustrating our “tyrannous drive to order,” so that humans are better able to deal
with change, complexity, and chaos.”’

Improvisers engage the unforeseen; they offer the experience of disorientation.”®
They look to find problems, rather than to solve them. Improvised music also
reminds us that the notion of “art” is most appropriately located not in the “work”
itself, but rather in the perceiver’s role; a role that involves maintaining a search-
behavior focused on discontinuities. Emotional affect is not intrinsic to the “work”,

% Decentralization may be biological coded for ants and other social insects, but it does not
seem to be as natural or automatic for humans. Or it may simply be that, because we are within
the system, we remain unaware of its emergent properties, just as individual bees and ants may
be unaware of their group’s emergent social organization (although this hypothesis is difficult if
not impossible to test). For lucid writing on this subject see [35] and [36].

% Although this blurring may be artistically encouraging, we still need to be aware of cultural
assumptions that accompany our notions of musicking. Eddie Prévost [37] recounts an AMM
performance after which a woman came up to the musicians and remarked how moved she had
been by the music. Once she learned that the group had been improvising rather than playing
from a memorized score, she not only doubted their artistic and intellectual integrity, but she
was forced to question her own powers of discrimination. “How had it been possible for her to
enjoy and admire such work when its practice had been so... primitive.”

27 For some prescient writing on this subject see [38].

8 The Latin roots of the word improvisation are in-not and provisus-foreseen.
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but rather is dependent on a successful performance of the perceiver’s role; emotion is
the result of a discrepancy between expectation and actuality.”” Perhaps most
importantly, improvising music together allows participants and listeners to
experience and explore complex, decentralized, interconnected, and emergent social
dynamics.

Recent work in the cognitive neuroscience of music concerned with the role that
music plays in human evolution and development supports this view rather well. Ian
Cross [41], a leading researcher in this still nascent field, argues that music’s
nonefficaciousness—its general remove from immediate concerns for survival (from a
strict biological perspective)-make it especially well suited to testing out aspects of
social interaction, while its polysemy—its ability to producing multiple meanings—
endows us with the multipurpose and adaptive cognitive capacities that make us
human. In less technical language Cross writes: “[M]usic can be both a consequence
free means of exploring social interaction and a ‘play space’ for rehearsing processes
that may be necessary to achieve cognitive flexibility” (p. 51).*° People cooperating
in a musical activity need not find the same meaning in what they do in order for the
musical event to assist them in acquiring and maintaining the skill of being a member
of a culture. As Cross sees it, “The singularity of the collective musical activity is not
threatened by the existence of multiple simultaneous and potentially conflicting
meanings” (ibid.). Through continual engagement with art—viewed as the successful
performance of the perceiver’s role—we may in fact be better prepared to survive and
flourish in our increasingly interconnected, and therefore interdependent, world.

It is interesting to note that two of the hottest current topics for organizational
design are the sciences of complexity and jazz music. Both domains emphasize
adaptation, perpetual novelty, the value of variety and experimentation, and the
potential of decentralized and overlapping authority in ways that are increasingly
being viewed as beneficial for economic and political discourse. Robert Axelrod and
Michael Cohen [43] see in the move from the industrial revolution to the information
revolution a powerful shift from emphasizing discipline in organizations to
emphasizing their flexible, adaptive, and dispersed nature. And Karl Weick [44], in a
special issue of the journal Organization Science devoted to an exploration of “the
jazz metaphor,” finds that the music’s emphasis on pitting acquired skills and pre-
composed materials against unanticipated ideas or unprogrammed opportunities,
options, or hazards can offset conventional organizational tendencies towards control,
formalization, and routine. In a response to the heavy reliance by journal contributors
on swing and bebop as the source of their jazz metaphors, Michael Zack [45] outlined
ways in which free jazz might propel discourse even further into the realm of
emergent, spontaneous, and mutually constructed organizational structures.

Are there lessons from improvising music that can help us to understand, or at least
to cope with, the complexity of our world? Improvising music makes us aware of the
power of bottom-up design, of self-organization. It operates in a network fashion,

2 See Joseph Goguen’s work in [39] and in the co-author chapter of [40].

3% The notion of music as a “consequence free” activity is somewhat problematic, but it is used
here in the biological sense that music, in most all cases, does not by itself do physical harm to
humans. Since social interactions play an important role in our cognitive development it should
also be clear that these two properties cannot be easily divorced from one another. The notion
of “play” in relation to improvised music is taken up in [42].
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engaging all of the participants while distributing responsibility and empowerment
among them. Networks facilitate reciprocal interactions between members, fostering
trust and cooperation, but they also can concentrate power in the hands of a few.
Under the best of circumstances, improvising music encourages social activities that
support the growth and spread of valued criteria through the network. For instance,
improvisers tend to value diversity, equality, and spontaneity and often view their
musical interactions as a model for appropriate social interactions. Tom Nunn [32]
writes: “Free improvisers are important to the society in bringing to light some
fundamental values and ideas, for example: how to get along; how to be flexible;
how to be creative; how to be supportive; how to be angry; how to make do. So there
is a social and political ‘content’ in their music that seems appropriate today, though it
may not usually be overt” (p. 133).

As we continue to explore ways of improvising music, we should look for ways to
assist would-be cooperators in interacting more easily and more frequently. The
robustness and equity of a network system is a direct result of the range and number
of interactions. We should also look to maximize participation from the fringes,
rather than the core. In complex systems, a healthy fringe speeds adaptation,
increases resilience, and is almost always the source of innovations. For instance,
nearly every new style of American popular music has emerged from the periphery—
from a localized, and often disadvantaged, community—to capture the attention of
national and international audiences (at which time much of the music’s original
meaning may of course be sacrificed).

Fostering improvising music has the potential to overcome the inherent problems
of a slow-moving traditional hierarchy, providing an effective way to handle
unstructured problems, to share knowledge outside of traditional structures, and to
inject local knowledge into the system. Improvising music also ensures that the
cognitive models and metaphors we live by remain flexible, while it reminds us that
our flexibility to learn and adapt are grounded in the bodily and the social. Without
cultivating this embodied, situated, and distributed approach to music making, and
without maintaining a healthy reverence for uncertainty, we can build complicated
music systems, but not complex ones.

Complex systems must strike an uneasy and ever-changing balance between the
exploration of new ideas or territories and the exploitation of strategies, devices, and
practices that have already been integrated into the system. In other words, complex
systems seek persistent disequilibrium; they avoid constancy but also restless change.
Perhaps in a way similar to democracy, which along with jazz music has been a
powerful symbol of liberation and resistance to oppression, improvising music
teaches us to value not only cooperation, but also compromise and change. In
politics, as in music, a notion of the “common good” is bound to mean different
things to different individuals and groups, such that the democratic experience is one
of not getting everything you want. In a similar way, the value of improvising music
lies not in the outcome of a single performance, but rather it emerges over time
through continued musical and social interactions. Improvising music together does
not necessarily produce optimal outcomes, but the decision to improvise music
together does.
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My Friend Joseph Goguen

Rod Burstall
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Abstract. A personal account of how Joseph Goguen and I came to
work together and of the influence that Tibetan Buddhism had on us
and on our collaboration. A brief discussion of some neurological exper-
iments using meditators and how Goguen’s work connects Buddhism,
computing, and cognition.

Mind, Heart and Meditation

Joseph Goguen has an extraordinary mind and a big heart. My friendship with
him is long and deep, and it has affected my life in two major ways since I
met him in 1974. First we worked closely together on modularity and program
specification for a dozen years or more and continued to have many conversations
about computing until my retirement in 2000. During this time I learnt a lot
from Joseph about category theory and its applications to computing. Second
he introduced me to Buddhist practice and thought under the guidance of a
Tibetan teacher, Chogyam Trungpa Rinpoche, with whom we both studied until
his death in 1987.

I will say a little about how I met him and what our motivations were, but
mainly I would like to describe a part of his life, and mine, which will be less
familiar to most readers, namely his interest in Buddhism. Later this year it
will be the thirtieth anniversary of Joseph giving me instruction in the medita-
tion technique which he learned from Chogyam Trungpa. I am still practicing
it regularly, and now I spend some months each year in solitary or group medi-
tation retreats. I have been thinking particularly about the connection between
Buddhist empirical knowledge and science.

Meeting and Working with Joseph

In the early seventies I was working at Edinburgh University on programming
languages and correctness proofs, and I had learned some elements of universal
algebra and category theory. When I was in the US I arranged to visit Jim
Thatcher, who had written a paper with Wright on categories and automata. It
turned out that Jim was more interested in stopping the Vietnam War than in
category theory, but both ideas were fine by me. I gave him a hundred dollars
to stop the war, and I got him a visiting fellowship to Edinburgh. One day
Jim told me that a colleague of his, a very clever mathematician named Joe
Goguen, would visit us in Edinburgh. I was quite terrified of meeting a clever

K. Futatsugi et al. (Eds.): Goguen Festschrift, LNCS 4060, pp. 25-30, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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mathematician, but found to my surprise that this Joe person did not frighten
me at all. So next year in 1975 when I was at a conference in Los Angeles I fixed
up to stay over the weekend with him. It was a very exciting weekend, and at
my invitation Joseph spent that summer in Edinburgh on a Science Research
Council Visiting Fellowship. This was the start of our technical collaboration.

We were both interested in software and program correctness proofs, also in
how to apply proof techniques to larger programs by imposing a modular struc-
ture on them. Joseph suggested we think about modularity of specifications, as
that might be easier then thinking about programs. This led to our development
of a specification language called Clear. To give it semantics we used category
concepts to explain parameterised specifications and ways to combine them. It
seemed that the parameter mechanisms and the ways of combining them should
not depend on the particular specification language, so we came up with the
categorical concept of an institution to abstract away from the underlying lan-
guage, which might be equational logic or predicate calculus or whatever. This
was done while we were visiting each other in Edinburgh and Los Angeles, two
very contrasting environments. I learnt more about categories. In LA, T learned
about going out for breakfast. We drew diagrams on paper napkins in the Pan-
cake House, then in the sand on Santa Monica beach. Once when we thought
we had had a good idea we danced down the street, under the suspicious eyes of
a passing LAPD police car. All this was very exciting and, I believe productive.
We continued to work happily together on these topics from time to time until
the nineties. I also had much pleasure collaborating for some years with Joseph’s
talented son Healfdene, who joined my research group in Edinburgh.

Creativity and Uncertainty

Turning to the Buddhist side of Joseph’s life, let me backtrack in time and
explain why I had started practicing meditation before I met Joseph.

Studying physics at Cambridge University in the fifties I became fascinated
by the idea of computing. After various twists and turns, teaching myself with
help from friends, I wound up as a Research Fellow in Edinburgh University
in the “Experimental Programming Unit”. I was thinking about programming
languages, artificial intelligence and lambda calculus, cheerfully staying up late
at night to write and debug code — by 1966 our unit actually had a computer
to ourselves, the only one in the University.

Now I found myself writing papers and taking part in workshops, part of a
critical community. After a while I realized that the joy of creativity had become
tinged with competition and with doubt whether people would think that I was
doing well enough. So it seemed that external activity was not enough, I also
had to deal with my own mind. Like many people I had long been interested in
mind, indeed part of the attraction of computers was the hope that they could
give us insight into the workings of our minds. So meditation was interesting
for both personal and intellectual reasons. It promised an investigation of mind
from the inside.
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Joseph and Tibetan Buddhism

In the early seventies Joseph met and studied with an unusual man, Chégyam
Trungpa Rinpoche, an accomplished and respected scholar, meditation master
and teacher who fled Tibet in 1959 at the age of nineteen and wound up in the
United States, via India and Britain. Trungpa was a poet, artist and practical
joker who had a profound impact on many of those who met him.

What Trungpa taught was, in Western terms, somewhere between psycho-
therapy, philosophy, life coaching, religion and how to become a kind and open-
minded person. It was the result of two and a half millennia of empirical investi-
gation of the human mind from the inside, and it included a practical technology
for training the mind. But it had been nurtured in Tibet in isolation from the
rest of the world, and it was expressed in a language which was little known
and hard to translate, with its own rich technical vocabulary. Trungpa opened
up to Western culture, learned English and translated not just the words but
also the concepts. He also developed a number of non-verbal ways of getting his
message across, for example by teaching former hippies who had been attracted
to his teachings in the seventies to decorously dance the Viennese waltz. He
first indulged his Western students, teased them and then demanded extraordi-
nary effort and discipline. Extraordinary effort and discipline was nothing new
for Joseph: in 1975 he spent twelve weeks at a Buddhist ‘Seminary’ taught by
Trungpa, an intensive regime of meditation and study.

It was a few weeks after this that I stayed with Joseph in Los Angeles for the
first time as recounted above. He took me along to the local Buddhist centre and
played me a taped talk by Trungpa. Someone asked a question about Mozart
and to my surprise Trungpa seemed to admire his music — I was curious about
this Tibetan guru with an appreciation of eighteenth century European music.
The following year when Joseph was spending a second summer in Edinburgh I
asked him to teach me the basic Buddhist meditation technique.

In 1981 Joseph attended a second twelve-week seminary, and this time my
wife and I were there too (our two eldest daughters followed in later years). Over
three hundred students and staff took over an off-season hotel in the Canadian
Rockies. Periods of meditation, 7 a.m. to 9 p.m. with brief breaks after meals,
alternated with periods of teaching, study and more meditation, running later
still if Trungpa was teaching. Our family continued to practice what we had
learnt, and we were very grateful to Joseph and to Trungpa Rinpoche.

We were taught practices to pacify the mind, open up our awareness and
develop kindness and compassion to others. The main point was to pay moment
by moment attention to what was actually happening in our minds, wandering
thoughts and emotions: irritation, curiosity, regret, benevolence or whatever —
touch it and let go. This was a sort of animal behaviour investigation with the
animal being our own mind. Beyond this there were techniques aiming to change
one’s mental processes by prescribed exercises of the imagination. In particular
we worked to diminish the “destructive emotions” of anger, passion/addiction,
ignorance, envy and arrogance. (A selection of Trungpa’s talks is available in [8].)
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Since then Joseph and I have both pursued the Buddhist path under the
direction Trungpa and, after his death, under his son Mipham Rinpoche. We
have many times shared our ideas and experiences. So now let me sketch some
ways in which this could connect with the scientific side of our lives in neuro-
science, psychology of emotions or cognitive linguistics, also with Joseph’s own
contribution to studies of consciousness.

Connections Between Buddhist and Western Explorations of the
Mind

The two and a half thousand year old culture which we call Buddhism developed
psychological models for the mind and the processes of perception and action,
based on internal meditative investigations and the results of many different
methods of training the mind. These methods are essentially technical, complete
with manuals, and not based on any kind of supernatural interventions. They
are, of course, not exclusive to Buddhism, witness other Indian traditions, Sufis
and Christian contemplatives.

Stephen Laberge, who has conducted experiments on lucid dreaming and
compared his techniques with those of the Tibetan tradition [4], comments

The effectiveness of a psychological technique can be tested by careful
observers of the contents of consciousness without the need of technol-
ogy other than a well-trained mind and a disciplined body. On contrast,
testing the validity of an explanation of that technique may require the
extremely sophisticated technology needed for the visualization and mea-
surement of neural activity.

Richard Davidson at the University of Wisconsin at Madison was able to
examine with an fMRI scanner and with EEG the neural activities of advanced
meditators using the Tibetan methods. In a first experiment “Lama Oser” (a
pseudonym), a Westerner, who has been a Tibetan monk for about thirty years,
was tested using six different meditation practices, one minute each with a pause
of one minute between them. Oser’s brain showed clear distinctions between
these different meditations and the pauses. His sharp shifts between different
activities were exceptional. In the EEG tests, when meditating on compassion,
his brain showed “a dramatic increase in the electrical activity known as gamma”
in an area of the brain associated with “happiness, enthusiasm, high energy and
alertness” [3, pp. 1-13]. In a later experiment, Davidson was able to confirm
the EEG results, comparing a group of experienced meditators with a group of
novice meditators [1,7].

Paul Ekman of the University of California at San Francisco, an expert on
the science of emotion, tested the ability of Lama Oser and another very ex-
perienced Western meditator (each had done a total of two or three years of
solitary retreats). In one test he asked them to identify “microemotions”, facial
emotions such as fear or contempt, which only appear for a fraction of a second
and are impossible to control deliberately, showing them videotapes of flashes
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of one fifth or even one thirtieth of a second of the faces. They both showed
ability two standard deviations above the norm, far higher than any of the five
thousand other people tested, including policemen, psychiatrists and even Secret
Service agents. Such a diagnostic ability for emotions would be helpful to guide
students in the transformative practices of the Buddhist tradition [3, pp. 1321,
123-131].

Turning to psychological models rather than meditation techniques, the Ma-
hayana tradition of Buddhism emphasizes the concept of “emptiness” (Sanskrit
“shunyata”). It is puzzling how this relates to Western traditions. The Mad-
hyamaka approach tries to show the inadequacy of our conceptual system by
reductio ad absurdum arguments. Some of these seem to deal with paradoxes
reminiscent of Zeno’s paradoxes, for example ones about movement, which have
been clarified by Western work on calculus and limits. But it seems to me that
these arguments should be directed, not at our mathematics or physics theories,
but rather at the built-in conceptual reasoning systems which are common to
all humans. These systems are of interest to cognitive science and cognitive lin-
guistics, and Joseph has long drawn my attention to the work of George Lakoff
and his associates on “metaphor”. The idea here is that our conceptual models
of the world start from in built sensory motor conceptual schemes, such as the
idea of containment, for example “a triangle inside a square” or “the path of a
movement with starting and finishing points”. From these other more abstract
concepts, “being in trouble” or “on the road to ruin”, are derived by metaphors
(mappings or morphisms). A derived concept can have its meaning determined
by several such metaphorical maps. Lakoff and co-authors have applied these
ideas to human understanding both in philosophy [5] and in mathematics [6].
All this is reminiscent of the early work by Joseph and myself on defining a
specification language, Clear, in terms of theories and theory morphisms. In
the last few years Joseph has been working on the construction of conceptual
systems using “semiotic morphisms” [2] (For other references see his website
http://www.cs.ucsd.edu/users/goguen/projs/semio.html).

Another connection is Joseph’s work as founder and editor of the Journal of
Consciousness Studies, which has fostered growing interest in this aspect of mind
and published work from many disciplines by philosophers, psychologists, neuro-
scientists, linguists and practitioners of the ancient traditions of contemplation
and meditation.

The Buddhist tradition is just one of many wisdom traditions, spiritual,
psychotherapeutic and medical. We need to keep these alive. Using the analytical
methods and tools of science, some elements of these traditions will be better
understood, so that they can take their place as part of the global culture of
accepted knowledge.

Conclusion

I hope that this personal view will have illuminated one less public side of
Joseph’s life journey and given some feel for how it coheres with his exten-
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sive and admirable work in computing. I count myself very fortunate to have
shared some part of that journey with him.
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Abstract. The works of Joseph A. Goguen and Samuel R. Delany address wide
arrays of "big" issues in philosophy: identity and qualitative experience,
semiotic representation, and the divergence between meaning in formal systems
of understanding and in everyday lived experience. This essay attempts to draw
out some of the parallels between the works of these two authors, in particular
regarding metalogic, qualia, and identity, using illustrative examples from the
works of both authors. Their works exhibit parallel dual strands: (1) a desire to
rigorously and precisely map out these fundamental issues, and (2) a desire to
acknowledge and embrace the ambiguities of phenomenological experience and
its divergence from any formalizable theory. In the end, addressing such a wide
range of issues has required both authors to develop and adopt new discourse
strategies ranging from rational argumentation to mathematics, from religious
and philosophical commentary to speculative (science) fiction and poetry.

1 Introduction

A perusal of any dozen pages from the Summa reveals Slade's
formal philosophical presentation falls into three, widely differing
modes. There are the closely reasoned and crystallinely lucid
arguments. There are the mathematical sections in which symbols
predominate over words; and what words there are, are fairly
restricted to: “... therefore we can see that...,” “...we can take this
to stand for...,” “..from following these injunctions it is evident
that...,” and the like. The third mode comprises those sections of
richly condensed (if not impenetrable) metaphor, in language more
reminiscent of the religious mystic than the philosopher of logic.
For even the more informed student, it is debatable which of these
last modes, mathematical or metaphorical, is the more daunting. [8]
— Samuel R. Delany, discussing the work of the fictitious
metalogician Ashima Slade
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I'm afraid that the reader may have found this paper rather a long
strange trip, starting from the practice of software engineering,
then going to category theory, and eventually ethics, passing
through topics like equational deduction, various programming and
specification paradigms, semiotics, theorem proving, requirements
engineering and philosophy.

From another perspective, this paper can be considered a diary
from a very personal journey moving from a mathematical view of
computing, through a process of questioning why it wasn't working
as hoped, to a wider view that tries to integrate the technical and
social dimensions of computing. This journey has required a
struggle to acquire and apply a range of skills that I could never
have imagined would be relevant to computer science. Always I
have sought to discover things of beauty — “flowers” - and present
them in a way that could benefit all beings, though of course I don't
expect that very many people will share my aesthetics or my ethics.
[15]

— Joseph Goguen, excerpts (slightly reordered) from an
autobiographical essay tracing the trajectory of his research career

The aroma of algebraic flowers motivates this paper. Joseph Goguen has used the
metaphor of flowers to describe the strivings of his own work because of the
parsimonious beauty it is possible to evoke with elegant formalizations in
mathematics. For him the essence of these “flowers” is rooted in compassion and a
true desire to benefit humanity. Yet, Goguen’s metaphor for his work is also one of
loss. His autobiographical essay “Tossing Algebraic Flowers Down the Great
Divide,” [14] suggests that his beautiful work is tumbling downward into a dark
crevasse between technical and social scientific or humanistic disciplines, perhaps
only to be discovered at an unknown time, or perhaps never.

It is not so! Goguen's algebraic flowers garland a gossamer network of bridges
between diverse fields: computing, mathematics, philosophy, sociology, semiotics,
narratology, and more. Though perhaps more researchers are familiar with Goguen's
work on the technical side of the divide, I intend to highlight the bridge his work
builds from computing and mathematics to humanistic and artistic issues. Personally,
this bridge has been a profound influence on my work. My academic training is in
logic, interactive media art, and computer science. In the course of these studies, |
became interested in new forms of interactive narrative that take advantage of the
affordances provided by computing. 1 came to feel that a powerful direction in
interactive artwork is to allow user interaction to affect meaning with narratives, and
with Professor Goguen's guidance as my advisor this intuitive direction transformed
into specific goals, for example generating new metaphors or constructing narratives
as users provide input. Toward this end Goguen's algebraic semiotics and his
approach to user-interface design were a revelation. He is an expert mathematician
dealing with semiotic issues also addressed by art theory. He is a computer scientist
who espouses the importance of narrative. Underneath this all is a concern for the
social, ethical applications of his work. Because he has not compromised his work
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toward either side of the divide, Goguen's feeling of loss regarding this work is
probably due to the limited number of people on either side of the divide interested in
seriously addressing the issues and methods of greatest import on the other side. I
have described my own background only because I live directly in the center of the
divide. For people like me, Goguen's work in these areas is of great importance both
for its application and example. It can be used directly for artistic technical practices
and it is an example of what is possible to achieve when combining methods from
diverse fields with rigor and a careful attention to the values implicit in them. This
essay is intended to convey this important aspect of Goguen's work by focusing on
several particular topics in his oeuvre and contrasting them with the work of another
author that has inspired me, Samuel R. Delany.

The title of this paper refers to my attempt to find sympathy in the works of these two
eclectic and profound authors. The planet Neptune’s largest moon is Triton, here
alluding to the title of Delany’s science fiction novel Trouble on Triton: An
Ambiguous Heterotopia. The idea for the thesis of this paper was inspired by the
character mentioned in the Delany quote above from that same novel. In the character
Ashima Slade, using the idiosyncratic genre of “critical fiction” which allows
meticulous commentary on his fictitious author, his lectures, and his theory, Delany
has constructed an astounding parallel counterpart for Goguen. The parallel is
astounding because of the amazing correspondence of topical concerns that exist
between Delany’s essay, and the content and style of his character Ashima Slade’s
Harbin-y Lecture Shadows' (on the topic of the “Modular Calculus,” which grew out
of “metalogic™) [8] [10].

Goguen has never been one to shy away from “big” issues of human existence.
Likewise, as a science fiction and fantasy author constructing civilizations, ancient
and futuristic, in part to illuminate sociological points, Delany addresses major
philosophical themes. Both are employed as university professors, Goguen in
computer science and Delany in English and creative writing, yet the works of each
extend well beyond their disciplinary boundaries. Indeed in the quote above Goguen
expresses that his work has taken him on a journey through exotic disciplinary locales
ranging from category theory to ethnomethodology, and his work also ranges to
Buddhist thought and poetry and fiction writing on occasion. Similarly, Delany has
commented on a wide range of concerns including semiotics, paraliterature, cultural
theory, discourse analysis, gender studies, as well as producing meditations on
mathematics and technology. These lists of interests of the two authors are not
exhaustive, but they serve to highlight the difficulties, and pleasures for those
sympathetic to deep interdisciplinary thought, in elucidating parallels in two prolific,
singular authors.

There are many specific parallels in the works of Goguen and Delany. Mathematical
metaphors are pervasive in Delany’s oeuvre and metalogic takes a prominent role in

! Robert Elliot Fox tells us in his book Conscientious Sorcerers that “the title in the first lecture
of the series, “Shadows,” is one the Delany himself used for a speculative/critical essay. As
Slade’s fictitious editor tells us, Slade took the title ‘from a nonfiction piece written in the
twentieth century by an author of light, popular fictions.” [10]
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Trouble on Triton in particular. By the same token, identity and difference are major
themes in Goguen’s work. Often he addresses such concerns through very abstract
mathematics such as the theory of institutions which allows for the comparison of
logics (a type of metalogic). Though he is not as explicit about politicized social
identity in the same sense as Delany, Goguen is also concerned with the relationship
of these themes to everyday lived experience. This can be seen in his work on qualia.
In phenomenology, philosophers use the term “qualia” to describe introspectively
accessible feelings of everyday life that are irreducible to objective characteristics.
[25] Goguen has carried out a set of experiments relating qualia to the issue of
identity and difference. Similarly, while many artists are interested in exploring the
qualitative experiences of life, Delany creates rigorous literary thought experiments
that also seem to address the qualia of identity, in his case usually experiences of race,
gender, sexual orientation, and similar issues of social identity. The care with which
Delany constructs these detailed explorations is exemplified below in Section 2.1 as
he uses the metaphor of metalogic to make very specific observations about the nature
of race. Finally, both authors are brazenly concerned with mapping out meaning in
all of its modularity and nuance. They are unified in this concern as they both draw
upon a broad range of traditions from science, mathematics, literature, and social and
cultural theories to comment upon some of the most fundamental issues we, as
humans, experience in life.

The task of investigating the parallels above is quite worthwhile. It serves to
highlight contributions of both Goguen and Delany that perhaps are less well-known
than their main contributions to their fields, and more importantly because of the
insights such an exercise provides to issues such as (1) identity and qualitative
experience, (2) semiotic representation, and the (3) divergence between meaning in
formal systems of understanding and everyday lived experience. These three issues
are intended to focus this paper (as opposed to representing a comprehensive outline
of shared concerns between the authors). This is not meant to be a complete survey of
either author’s work since I intend rather to highlight particularly salient parallels
between them. Thus, the paper is structured as a series of two case studies followed
by discussion and a conclusion.

The first case study is centered on Delany’s description of “metalogic,” and the
“modular calculus” where appropriate, in his novel Trouble on Triton: An Ambiguous
Heterotopia. The second case study is centered on the philosophical notion of qualia
in Goguen’s work in several papers [16] [19], and the theory of institutions where
appropriate. [18] These case studies are unified by a concern with identity, though
the starting points from which Goguen and Delany consider identity are quite
different. The case studies are followed by a discussion that highlights the tension
between both authors’ desires to rigorously map meaning and representation (semiotic
concerns), and both authors’ realizations that this is a Sisyphean task when confronted
with the immensity of the real world and human perception of it. The paper
concludes with an account of the various discourse styles and strategies Goguen and
Delany use to express their ideas — an account of the artistry of the authors. Their
discourse styles can be seen as roughly fitting into the same three categories that
Delany outline’s for Ashima Slade’s work: (1) well-reasoned rational argumentation,
(2) mathematics (in Delany’s case sometimes pseudomathematics used in a
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metaphorical way), and (3) more esoteric, artistic, or even religious/spiritual
discourse.

2 Metalogic, Qualia, and Identity

2.1 Delany on Metalogic and Identity

Trouble on Triton: An Ambiguous Heterotopia is a novel that tells the story of a self-
described “reasonably happy man,” living in a futuristic society on Neptune’s moon
Triton. [3] In truth, this man, a conflicted and pompous anti-hero named Bron
Helstrom, is far from satisfied. He is ill at ease with his own social identity and
relationships with others. He is not a likable or sympathetic character, perhaps meant
to represent the pretentiousness often brought on by experience of the privileges
accompanying dominant social status. In a world where physique, gender, religion,
and race are nearly instantly reconfigurable, a world at war with our own planet Earth,
Bron is constantly concerned with how he presents himself externally, and with
compensating for his own insecurities. Though largely a meditation on identity, the
novel features a robust metaphor of mathematics to address the qualitative experience
of identity and the potential for transformation of identity.

At one point early in the novel Bron Helstrom takes about seven pages, and many
elaborate analogies involving colored clouds as spaces of significance, hens and a half
laying eggs and a half, and the grotte between the tiles of the Taj Mahal, to provide a
brief description of the field of metalogic. [6] Though in the novel’s storyworld
metalogic is meant to provide a rigorous theory and methodology for problem solving
in the real world when rules of formal logic are inadequate, it becomes immediately
clear that Delany’s discussion of metalogic has the issue of identity, and especially
racial identity, as a subtext.

The reader is oriented to this subtext as the character Miriamne (to whom Bron is
about to pontificate on metalogic) responds to Bron’s question on her preference for
how she takes her coffee:

“Black,” she said from the sling chair, “as my old lady,” and

laughed again...

“That’s what my father always used to say.” She put her hands on

her knees. “My mother was from Earth — Kenya, actually; and I’ve

been trying to live it down ever since.” [5]
Bron’s parents are soon to be revealed as “large, blond, diligent” and “like so many
others it was embarrassing, laborers.” The discussion is then, at the level of
nonfictional communication between Delany and the reader [22], a commentary on
the social situation of a white male, possessed of a strong sense of entitlement and
oriented primarily toward class distinctions, lecturing a woman of color. This
commentary plays out metaphorically and metonymically as metalogic is explained
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via several examples that are rich with terms that parallel racialized color such as
“black,” “white,” “brown,” “pink,” “red,” “tan,” “colored,” and “nonwhite.?”

Specifically, Bron begins by posing a challenge to the “beginning tenet of practically
every formal logic text ever written, ‘To deny P is true is to affirm P is false’.” The
color consciousness comes into play when Miramne responds by mentioning that she
recalls “something about denying the Taj Mahal is white ... is to affirm that it’s not
white ... an idea that, just intuitively I’ve never felt comfortable with.” Delany goes
on to explicate this discomfort by having his character Bron elaborate upon metalogic,
with a series of arguments using the color of the Taj Mahal as an example. This
series of arguments clearly could apply as easily to a discussion of the nuances of
racial identity, moving from a simplistic system of finite (binary initially: white vs.
nonwhite) classification to a much more complicated system, a “parametal model of
language,” that stresses the metaphor to the breaking point as exemplified by the
following quote:
...he used the fanciful analogy of “meanings” like colored clouds
filling up the significance space, and words as homing balloons
which, when strung together in a sentence, were tugged to various
specific areas in their meaning clouds by the resultant syntax
vectors but, when released, would drift back more or less to where,
in their cloudy ranges, they’d started out. [7]
I now present a summary of the points that Bron makes in his informal discussion of
metalogic and argument against the idea that to deny P is to affirm not-P:
(1) Premise: denying the Taj Mahal is white is not to affirm that it is not white
(2) the significance of ‘white’ is a range of possibilities
(3) the significance of ‘white’ “fades imperceptibly” through grey to black and
through pink to red, and even to some non-colors
(4) accepting that ‘white(Taj Mahal) = F’ — ‘— white(Taj Mahal) = T” means
placing a boundary around an area in the range of significance and to call
everything in this area white and everything outside of it not-white
(5) this is already a distortion of what was already mentioned to exist, namely
fading ranges of color and non-color
(6) values on the boundary line are unaccounted for
(7) objects that are piecewise white and not-white are unaccounted for, (e.g. the
Taj Mahal is made of white tiles held to brown granite by tan grotte)

Notice that at this point the “Taj Mahal” in this discussion could have been
substituted by “racial ambiguous individual” with no effect on Bron’s argument
(besides making it more socially salient or politically charged). Furthermore, we have
reached a point where a solution to the problem is to describe the Taj Mahal, or
racialized person, piecewise as being ‘white’ and also being some other discrete color
signifiers. This is how archaic (really still in practice, only sometimes less overtly)
systems of racial identity functioned, with any number of arbitrary discrete color

2 This is strikingly reminiscent of Duke Ellington’s “Black, Brown, and Beige” suite. [9]
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categories often defined by quantified mixtures of identity?. Indeed I personally grew
up well aware of the “one drop” rule that holds sway in the United States of America:
any bit of “black blood” implies blackness (up to a practical limit of 1/16). It is
common for individuals whose parents are identified as belonging to different racial
groups to claim “biraciality,” or even more finely grained subdivisions of race. DNA
testing technologies [2], along with contemporary sociological theories of
classification admitting the arbitrary nature of race [1], have rendered these piecewise
and discrete classifications of identity obsolete. With all this in mind, I present
Miriamne’s response to Bron’s argument so far: “Wait a second: Part of the Taj
Mabhal is white, and part of the Taj Mahal is brown, and part of the Taj Mahal is — ”
to which Bron responds by continuing his argument as follows:
(8) the words ‘Taj Mahal’ also have a range of significance
(9) the range of significance of ‘Taj Mahal’ is not discrete, is not unambiguous,
and cannot be bounded in a simple two-dimensional model
(10) the Taj Mahal must be described in terms of continuously valued parameters,
not discrete perimeters. “Language is parametal, not perimetal. Areas of
significance space intermesh and fade into one another like color-clouds in a
three-dimensional spectrum.”
(11)thus ‘logical’ bounding is dangerous because it implies that boundaries can
be placed around significance spaces
(12)natural language can overcome these problems and provide parametal
descriptions
(13)rigorous and precise modeling of such phenomena using mathematics
requires extremely advanced tools of analysis (at minimum metalogicians
have simple model with seven coordinates, in practice they often use twenty-
one, and even this is just an abstract model for visualization that does not
fully explain the real world, i.e. “real space”)

At this point, Bron’s argument is not yet complete. The problem is that “significance
space” has been reified. That is, it is being treated as if it exists in the real world and
there is such a thing as a “real” significance space to be modeled. Delany’s
perspective here, as expressed through the character Bron, foreshadows recent
directions in cognitive science. Bron’s explanation shifts to expressing “how what-
there-is manages to accomplish what-it-does,” namely how the brain and sensory
perception are the origins of complicated concepts such as “significance space” and
other concepts in general. In short, it is almost an embodied perspective of cognition
[26] (though Delany does not discuss motor operations). In this view “meaning”

3 The artist Betye Saar expresses this using real historical colorized terms for black people
found in popular culture and works such as those of the author Langston Hughes. Some of
these are: “bright/light, cream, fair, marinee, peola, pinky/pink toes, tafty, vanilla, banana,
butterscotch, café au lait, ginger, golden, honey, peaches, yella/high yella/deep yella, almond,
caramel, copper, red/red bone, rusty, bark, brownie, brown sugar, cocoa brown/high brown,
low brown/seal brown/tobacco brown, chocolate/chocolate drop/deep chocolate, molasses,
walnut, bronze, blackie, blackbird/blackberry, black/blue black/charcoal black/coal
black/dark black/deep black/lamp black/stove black, crow jane, licorice, midnight/beyond
midnight, nightblack boy, tar baby.”
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depends upon the fact that humans exist “in a world that is inseparable from our
bodies, our language, and our social history.” [26]

From here Bron continues to reformulate the problem, and to describe how metalogic
allows us to address it.

(14)the goals of metalogic are to delimit problems and to explore how elements
in the significance space interpenetrate each other

(15)metalogical delineation of significance space means examining specific
human utterances or texts (syntax vectors) to dismiss some areas from
consideration

(16) the delimited area is then considered “metalogically valid”

(17)to deny “meaningfully” that the Taj Mahal is not white does not imply, but
suggests, that it is some color (and not, for example, “freedom,” “death,”
“Halley’s comet,” or some other thing that is not relevant)

(18) the topological representation of not-P can take any shape in the significance
space, even contained within P (i.e. tangent to P at an infinite number of
points — it this case it is said that it “shatters P”)

(19) Summary: metalogic looks at cognitive activations triggered by linguistic
parole (language as it is actually used) [24], selects a model of this in n-
dimensional space, and looks at the interpenetration of truth values of
relevant elements. Only in this context does it make (metalogical) sense to
say that if the Taj Mahal is not white it is some other color, otherwise, the
original premise is supported: denying the Taj Mahal is white is not to affirm
that it is not white

The remainder of Bron’s lecture merely focuses on mathematical techniques to model
the significance spaces and industry protocols for doing so. So, stepping back to look
at what Bron has just explained, meaning in a metalogical framework is embodied
and triggered via discourse. Modeling meaning requires looking at both its cognitive
basis and its relationship to language as used in practice. Mathematical modeling
does not reify meaning, but it allows for precise statements to be made given an
abstraction, and this abstraction may be fairly complicated with the added advantage
that it can be modeled computationally in order to get closer to a precise account of
the fuzzy topic of human meaning. According to Bron, regarding the issue of
identity, the metalogical framework is shown to be much better than simplistic logical
formalizations and their simplistic underlying assumptions.

2.2 Goguen on Identity and Qualia

Goguen is also engaged in the business of metalogic. His paper with Rod Burstall on
the theory of institutions begins:
There is a population explosion among the logical systems used in
Computing Science. Examples include first order logic, equational
logic, Horn clause logic, higher order logic, infinitary logic,
dynamic logic, intuitionistic logic, order-sorted logic, and temporal
logic; moreover, there is a tendency for each theorem prover to have
its own idiosyncratic logical system. We introduce the concept of
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institution to formalise the informal notation of "logical system.

[18]
He notes that some “exotic” logic systems have been proposed to handle various
problems ranging from program construction to natural language. The theory of
institutions allows comparison between various logics, translations between results in
one logic and another, and an account of the fact that “many general results used in
the applications are actually completely independent of what underlying logic is
chosen.” The notion of an “institution” was introduced to “formalize the informal
notion of ‘logical system’,” with the requirement that there be “a satisfaction relation
between models and sentences which is consistent under change of notation.” Thus,
the use of the prefix ‘meta’ in the case of Goguen and Burstall is traditional in that it
abstracts to a higher level of generalization than model theory, which describes only
the satisfaction relationship between syntax and semantics within a logical system.
The theory of institutions allows logics themselves, many different vocabularies, to be
compared. It is apparent that the theory of institutions is a rigorously formulated
mathematical account with practical applications and wide theoretically implications.
[18]

In contrast, Delany’s notion of metalogic is not ‘meta’ in the traditional sense, rather
it is ‘meta’ in a socio-cultural sense. It begins by looking at formal logical reasoning
and its relationship to everyday human thought and problem solving. The ‘meta’
level from this perspective is the issue of how “logical” reasoning and representation
in cognitive, social, and cultural contexts diverges from formal logical systems.
Needless to say, Delany does not present this work as rigorous mathematics (it is
embedded in a science fiction novel!) and his use of the concept of a “logic” though
primarily presented mathematically, is also largely meant metaphorically, without
clear indication of where the boundaries between these two functions lie. This is not
troublesome, however, because as seen above in Section 2.1 Delany’s discussion of
metalogic is multiveilant and is meant to comment upon the nuances of social identity
relationships, to “ground” his novel (it is necessary in genre fiction to “mark” itself as
conforming to conventions of the genre — in science fiction this is often done with
detailed reference to mathematics and science) by postulating a well-thought out
futuristic system of thought, and probably to explore some of his own thoughts as a
philosopher and theoretician within the context of a fiction.

Goguen’s work does address many overlapping issues with raised in Delany’s account
of metalogic, but rather than being found in Goguen’s work on “metalogical”
concerns (institutions), it can be found in his work on qualia and algebraic semiotics.
In his paper “Time, Structure and Emotion in Music” [19], with Ryoko Goguen, it is
stated that:

In formal logic the Law of Identity is stated as “A = A” meaning

that every object is equal (or identical) to itself...The Law of

Identity may apply to objects of modern science or technology (e.g.

numbers), but not to human experience. It appears that human

senses have been optimized by evolution to find differences, in

which case identity is the failure to find a significant difference.
This formulation of identity with regard to human experience also can provide
commentary on sociological phenomena of identity such as prejudice, or even
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politically topical issues such as racial profiling and gender discrimination. It
positions these practices as grounded in failures of sensory perception to account for
differences (physical or cultural, nuanced or overt) between individuals that
undoubtedly exist (as attested to by victims of systematic discrimination or profiling!)
and implicitly states that such practices are the results of failures to respect the
individuality of humans (instead relying upon inadequate and coarse systems of
generalization and classification). Furthermore, Goguen emphasizes that it is not only
truth values of concepts that are important, but qualitative experience in human
existence. Thus, Goguen is concerned with qualia, often described informally in
philosophy as “what remains when all objective features are subtracted.” [19]
Goguen would remark, however, that in lived experience subjective phenomena are
often attributed at least as much “reality” as so-called “objective” phenomena.

Informal empirical experimentation and phenomenological analysis have moved
Goguen to propose a different definition of qualia that avoids some of the vagueness
of the traditional definition above. Goguen’s definition is: “Qualia are the
hierarchically organized constituents of conscious experience, each with a saliency
and an emotional tone.” To demonstrate qualia phenomena, he and Ryoko Goguen
performed several musical experiments that yielded observations such as the
following [19]:
(1) added notes beneath a note can change the character of a top note
(2) what comes before a note can greatly change its feeling
(3) what comes after a note can greatly change its feeling
(4) the apparent duration of a note can be changed by what comes before it
(5) repetitive phrases are expected to take a role in a larger framework, are
grouped, and with extreme repetition can become seen as background noise
and ignored
(6) anote can appear many times in a piece of music, but will not be interpreted
merely as many instances of that note (the music is interpreted more
holistically)
Clearly, though the subject matter is music, these experiments offer a strong
commentary on the transitory and subjective nature of identity. It is easy to think of
parallels with social identity such as: prejudices can influence dispositions from an
individual toward another individual (quale 1 above), impressions of a person after
meeting him or her can alter dispositions toward that person (quale 2 above), or the
process of enculturation within a group can allow a shift from ignorance of social
protocol to full fluency with social protocol, so that interaction becomes automatic
(quale 5 above). While Goguen does not present such social experiments in his paper,
probably introspection will allow the reader of this paper to agree with these
phenomena. In fact, these phenomena are commonplace and not surprising at all.
What is striking is that such everyday observations seem to illuminate inadequacies of
common approaches to identity (prejudice and discrete classification), the limitations
of “objectifying” identity, and the philosophically oft-overlooked importance of
subjective experience and emotion when accounting for identity.

Since subjectivity phenomena rarely, if ever, occur in isolation, Goguen is also
concerned with accounting for how qualia combine. He grounds this account in
Gilles Fauconnier and Mark Turner’s theory of conceptual blending from cognitive
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linguistics (along with Goguen’s hierarchical information theory). Goguen and
Goguen describe conceptual blending as the process
. in which relatively small, transient structures called conceptual

spaces, combine or “blend” to yield a new space that may have

emergent structure. Simple examples are words like "houseboat"

and “roadkill,” and phrases like “artificial life” and “computer

virus.” Blending is considered a basic human cognitive operation,

invisible and effortless, but pervasive and fundamental, for example

in grammar, reasoning, and combinations of text with music. [19]
Important here is the fact that conceptual blending theory has an embodied basis as
discussed above in 2.1. Furthermore, Goguen has developed a theory of algebraic
semiotics that uses algebraic specification from computer science to provide formal
notation to describe sign systems and mappings between them that are capable of
representing conceptual blends. Goguen and I have developed an algorithm that
models some core aspects of conceptual blending theory. [20], [21] This means that
despite the subjective nature of qualia, and the qualitative nature of identity, at least
some aspects of these phenomena can be approached formally with the use of
mathematics. Though Goguen is careful to claim that such work is not intended to
reify the formal models (in parallel with Delany), it is clear that he seeks an account
of qualia and identity that is precise and rigorous, and that corresponds with the daily
realities of lived human experience.

3 Discussion

3.1 Goguen’s Models and Realities

Goguen and Delany both seek rigorous accounts of social issues, and both take
inspiration and ideas from logic and mathematics. Both also exhibit a tension in their
work between a desire to account for social phenomena as carefully as possible, as
enabled through construction of intricate models, and to acknowledge the inherent
limitations of such approaches. In a very broad sense perhaps they are trying to
reconcile the power of holistic accounts provided by structuralism with deeply felt
postmodernist understandings of the inadequacies of such global models. The desire
for rigorous modeling is exhibited as both authors offer semiotic foundations for their
work.

In Goguen’s algebraic semiotics the structure of complex signs, including signs in
diverse media, and the blending of such structures are described using semiotic
systems (also called sign systems) and semiotic morphisms. A sign system consists
of [21]:

a loose algebraic theory composed of type declarations (called

sorts) and operation declarations, usually including axioms and

some constants), plus a level ordering on sorts (having a maximum

element called the top sort) and a priority ordering on the

constituents at each level. Loose sorts classify the parts of signs,

while data sorts classify the values of attributes of signs (e.g., color
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and size). Signs of a certain sort are represented by terms of that
sort, including but not limited to constants. Among the operations
in the signature, some are constructors, which build new signs
from given sign parts as inputs. Levels express the whole-part
hierarchy of complex signs, whereas priorities express the relative
importance of constructors and their arguments; social issues play
an important role in determining these orderings. Conceptual spaces
are the special case where there are no operations except those
representing constants and relations, and there is only one sort.
Many details omitted here appear in [11].

A semiotic morphism is a mapping between sign systems. One very useful type of
mapping discussed above is that between information and a representation of that
information. A semiotic morphism maps sorts, constructors, predicates and functions
of one sign system to sorts, constructors, predicates and functions of another sign
system respectively. An example of how a sign system can be represented differently
via different semiotic morphisms is presented in Figure 1 [11], which depicts
representations of time as reported by different types of clocks.

855
353355585
353355032
5883858838330 3050350383088383885 88,
5883858835888 8E568555830883|
85985099530 BBBBE8ES.

A Strange “Unary™ Clock

795
A Naive Digital Clock

A Military Time Clock

Fig. 1. Different representations of a clock

Goguen’s diagram depicts a unary clock that simply displays a character repeated a
number of times equal to the number of elapsed minutes in a day, a simple digital
clock that simply displays the same number of minutes in standard Arabic numerals,
and a clock that displays military time. Semiotic morphisms from multiple conceptual
spaces to a single conceptual space constitute a “blend.”

Using a basis in conceptual blending theory and algebraic semiotics, Goguen and 1
have also provided an account of “style,” another subjective and seemingly
unformalizable topic. Still, we made modest claims that some notions of style can be
captured by the principles by which concepts and signs are blended, though this is not
to be seen as analogous to true, context dependent, qualitative human style. In [20],
we proposed two dimensions of style (regarding computer mediated texts):
(1) Construction of formal narrative (or other) elements of media structure, at
different levels of granularity. At a large grain level these elements could be
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narrative clauses, or scenes of a film, at a more fine grain they could be
syntactic parameters of clauses, prosody of poems, or types of shots of a
film, and at the smallest grain they could include character sprites or
collectible items in games, specific metaphors in poems, or icons used in a
user interface.

(2) Selection of media and genres, selection of content, principles for how
content elements can be combined, and controls for changing between media
and genres.

Later, we even offer the following bold statement (though we mitigate both of these
claims later):
Thus there are at least 12 dimensions of style in this approach, 4 at
each level: choice of domain*, content of domain, optimality
principles for blending, and controls for changing domains. [20]
The point here is not the particularities of this notion of style, but rather the desire for
the “cake” of a formal model of style, while being “able to eat” the facts that we do
not reify this formalization and we do realize its limitations.

Indeed, in another paper we make this value very explicit [21]:

Before briefly discussing algebraic semiotics, it may be helpful to
be clear about its philosophical orientation. The reason for taking
special case with this is that, in Western culture, mathematical
formalisms are often given a status beyond what they deserve. For
example, Euclid wrote, “The laws of nature are but the
mathematical thoughts of God.” ... Somewhat less grandly, one
might consider that conceptual spaces are somehow directly
instantiated in the brain. However, the point of view of this paper is
that such formalisms are constructed by researchers in the course of
particular investigations, having the heuristic purpose of facilitating
consideration of certain issues in that investigation.

Under this view, all theories are situated social entities,
mathematical theories no less than others.
The varyingly humble and enthusiastic claims concerning the nature, and concrete
applications, of algebraic semiotics illuminate what I assert is a rare attitude toward
the integration of mathematics and social concern.

3.2 Delany’s Models and Realities

A rare attitude, but not unique. Delany’s “Informal Remarks Towards the Modular
Calculus” display a similar impulse. Part one of the “remarks” consists of the body of
the novel Trouble on Triton itself; other parts of the “remarks” are strewn throughout
other novels Delany has written in a completely different genre. Thus, the literary
theorist Robert Elliot Fox describes Delany’s “modular calculus” as a “mapping of
culture” that “embraces both science fiction and fantasy, as well as
critical/confessional modes.” [10] Using the vehicle of Ashima Slade’s Harbin-y

4 A “domain” here refers to a collection of knowledge regarding a particular idea or theme.
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Lectures, Delany provides part two of his “informal remarks toward the modular
calculus [3],” discussed below.

The character Ashima Slade uses the sentence “The hammer hit a nail” to provide an
example of some core concepts of the modular calculus. In summing up the modeling
accomplished by that sentence Slade offers:

We are modeling attitudes, objects, and various aspects of a relation

between them; to do this job, we are using, among a large group of

things and relations, various of those things and relations to stand

for the objects, attitudes, and relations we wish to model.
Slade continues to explain that there are various ways to express the grammatical and
semantic relationships evident in the sentence, and likewise there are various ways to
describe the relationship between, for instance, “the three a’s in the sentence.” If the
sentence is thought to be formed of only letters and spaces, the ways to describe the
relationships that make up and describe the sentence are limited. Slade posits that if
the letters in the sentence were instead made of lines in a matrix on a digital display

PAVAVArArard
T

Fig. 2. Digital display flash-out from Delany’s Trouble on Triton

(see Figure 2), the ways of describing a list of relations in the sentence would be quite
different, especially considering that letters can be made in multiple forms (see Figure
3).
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1,1
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i I t)

Fig. 3. Digital letter forms from Delany’s Trouble on Triton

In explicating the modular calculus®, Slade distinguishes between modular and non-
modular descriptions. A modular description “preserves some of the modular
properties of the sentence in a list that describes the sentence.” A non-modular
description “preserves none of the modular relations of the sentence in a list that
describes the sentence.” Thus, Slade asserts that the digital display is modular
whereas mere letters and spaces are nonmodular. The modular calculus, then,
translates between a grammar (a list of sentences about how to compose sentences —
an inherently nonmodular description even if it is complete), and a modular
description. Slade concludes with the following remarks about the modular calculus:

Now the advantages of a modular description of either a modeling

object, like a sentence, or a modeling process, like a language, are

5 And distinguishing it from the “modular algebra,” which sadly Delany does not have Slade
explain in depth in the same essay.
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obvious vis-a-vis a nonmodular description. A modular description
allows us reference routes back to the elements in the situation
which is being modeled. A nonmodular description is nonmodular
precisely because, complete or incomplete as it may be, it destroys
those reference routes: it is, in effect, a cipher.

The problem that still remains to the calculus, despite my work, and
that will be discussed in later lectures, is the generation of formal
algorithms for distinguishing incoherent modular descriptive
systems from coherent modular descriptive systems. Indeed, the
calculus has already given us partial descriptions of many such
algorithms, as well as generating ones for determining
completeness, partiality, coherence, and incoherence—processes
which till now had to be considered, as in literature, matters of taste.

The parallel between the two authors’ ideas described above goes far beyond the fact
that both use figures depicting digital displays, Goguen and Delany share a concern
for the various ways to represent a particular sign system, and the fact (following
Saussure) that “signs come in systems.” [11] Both also are interested in mapping the
complex ways that sign systems are composed. But recall that Ashima Slade is
naught but a character in Delany’s “Informal Remarks Towards a Modular Calculus,”
and that the informal remarks are written in the fictional mode. Slade’s remarks and
their mathematical timbre serve a metaphorical purpose (though their contents also
express and reinforce that purpose) which is to express the complexities of meaning
and identity formations (at the very least Delany raises many other social and
philosophical issues) with fiction rather than formal modeling and the epistemological
problems formalisms present. This decision to employ a fictional mode provides an
advantage outlined observation of his other character, Bron Helstrom: “Ordinary,
informal, nonrigorous language overcomes all these problems, however, with a
bravura, panache and elegance that leave the formal logician panting and applauding.”

Like Goguen does with algebraic semiotics, Delany mitigates the modular calculus.
Slade’s fictitious biographer informs us that the modular calculus grew out of Slade’s
earlier work in metalogic. But Bron Helstrom’s lecture on metalogic was completely
undermined by his unsympathetic persona. Bron is a pompous “white” male who
speaks with dominant cultural authority and in fact is filled with insecurities. At one
point he angrily berates a worker on the telephone (or some futuristic version of a
telephone) whose department had mistakenly placed Miriamne, a cybralogician, in the
metalogics division. It becomes clear that Bron’s performance is only displayed in
the hopes of impressing Miriamne (Bron continues pretending to yell at the worker
even after he is hung up on). He exhibits an inability to relate to the woman in front
of him, and is completely bewildered by his own identity, revealing the limited utility
of his ability to pontificate on the subtly nuanced metalogical identity of the Taj
Mahal. And in the end, the discussion of formally modeling the color of the Taj
Mahal faded out in the face of lived reality as Bron’s lecture veered toward “muzzy
eloquence”: “...the thought struck: Somewhere in real space was the real Taj Mahal.
He had never seen it: He had never been to Earth.”
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And the discussion of metalogic itself flashes out as Miriamne changes the subject to
mention that earlier she had run into a female acquaintance that Bron was interested
in. “What happened next was that his heart began to pound.”

4 Conclusions

Composing this paper has been a satisfying exercise that brought into conjunction the
works of two people whom I admire a great deal. This process raised important
issues about topics as diverse as social identity, qualia, semiotics, and consciousness,
but perhaps as importantly, an unifying aesthetic was formed. Both authors offer a
type of groundless [12] work with audacity in approaching “big” issues of life. In
order to locate the ambiguities and consistencies of representation and meaning,
Delany and Goguen each use a diving rod that bifurcates in two seemingly opposite
directions: (1) a desire to rigorously map and exploit regularities of the world(s) we
inhabit, and (2) a desire to acknowledge and embrace the ambiguities of lived human
experience and its divergence from any idealized theory. The feelings, sometimes
tension, sometimes cool detachment, most times deep compassion, the authors evoke
come in part from the subject matters of their inquiries, and in part from their methods
and discourse strategies used in their explorations, meditations. I conclude with a few
remarks on a final parallel between the two authors.

Delany, in a pair of quotations above, through the characters Bron Helstrom and
Ashima Slade, expressed the “bravura, panache, and elegance” of informal language,
and the ability of literature to formulate the modular calculus. Goguen, though
cognizant of the limitations of formal methods, writes that his early formal
mathematical work “may have an austere kind of beauty from its abstraction and
generality,” and coined the metaphor of “Tossing Algebraic Flowers Down the Great
Divide” to describe his life’s work in a biographical paper [14]. In the end, Goguen
and Delany exhibit aesthetically motivated craftsmanship in their work. They both
utilize a range of discourse styles, indeed all three that are exhibited in the fictitious
work of Ashima Slade which are, once again: (1) rational argumentation, (2) logic and
mathematics, and (3) more esoteric, artistic, or even religious/spiritual discourse.
Samuel R. Delany’s three modes can be exemplified in:
(1) the genre of critical fiction as in part two of “The Informal Remarks Towards
the Modular Calculus,
(2) the exposition of metalogic,
(3) and contrasting descriptions of subcultures, both self-indulgent:
Really, breast-bangles on a man? (even a very
young man.) Just aesthetically: weren’t breast
bangles more or less predicated on breasts that, a)
protruded and, b) bobbed...?” [4],
and acetic:
Seven years ago, he’d actually attended a meeting
of the Poor Children of the Avestal Light and
Changing Secret Name; over three instruction
sessions he’d learned the first of the Nintey-Seven
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Sayable mantras/mumbles: Mimimomomizo-
lalilamialomuelamironoriminos... [4]
along with a lyrical beauty, now sparse, now dense, in his prose style.

Joseph A. Goguen’s three modes can be exemplified in:
(1) his philosophical discussion of qualia with some grounding in the work of
Martin Heidegger and Edmund Husserl [16]
(2) a great deal of his work in mathematics, a mild example is the introduction
of the notion of an institution:
...an institution consists of an abstract category
Sign, the objects of which are signatures, a
functor Sen: Sign — Set, and a contravariant
functor Mod: Sign — Setop (more technically, we
might uses classes instead of sets here).
Satisfaction is then a parameterized relation |= S
between Mod(S) and Sen(S), such that the
following satisfaction condition holds, for any
signature morphism f: S — S', any S-model M,
and any S'-sentence e:
M =S fle) iff f{M)[=S'e
This condition expresses the invariance of truth
under change of notation. [18]
(3) his Buddhism based explorations of phenomenological and even
metaphysical concerns:
However, if Heidegger and the Buddhists are
right, it is the possibility of non-being which
gives beings their character of luminosity, and
hence the nothing, i.e., shunyata, is not only prior
to negation, but also to things.

The effect of this, as Heidegger says, is to rob
logic of its claim to supremacy, and in particular,
to rob it of its claim to provide foundations for
science and even for mathematics. Indeed, we
must conclude that foundations in the sense
sought by logicians are simply not possible. The
judgements that we make, and in particular any
negative judgements, are necessarily grounded in
our being-in-the-world, and not in any pre-
existing unshakable truths, or eternal world of
ideal things. [17]
And finally his poetry:
6:41 am

Clear leaf cloud masses
motionlessly moving

past the static gray road -
almost too lovely to bear. [13]
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Abstract. The exogenous approach to enriching any given base logic
for probabilistic and quantum reasoning is brought into the realm of
institutions. The theory of institutions helps in capturing the precise
relationships between the logics that are obtained, and, furthermore,
helps in analyzing some of the key design decisions and opens the way
to make the approach more useful and, at the same time, more abstract.

1 Introduction

A new logic was proposed in [1, 2, 3] for modeling and reasoning about quantum
states, embodying the relevant postulates of quantum physics (as presented, for
instance, in [4]) and adopting the exogenous approach (the original models are
kept). The logic was designed from the semantics upwards, starting with the key
idea of adopting superpositions of classical models as the models of the quantum
logic. In [5], other instances of the exogenous approach to enriching logics were
presented in detail. In short, the exogenous approach is based on adopting as
models of the new envisaged logic (enriched) sets of models of the given base
logic without tampering with the models of the original logic. As an example
assume that we want to introduce probabilities to a certain logic. Doing so, using
the exogenous approach, means that we consider the possible outcomes to be the
semantic structures and we assign probabilities to sets of such structures.

This novel approach to quantum logic semantics is completely different from
the traditional approach [6, 7] to the problem, as initially proposed by Birkhoff
and von Neumann [8], that focuses on the lattice of closed subspaces of a Hilbert
space. The main drawback of Birkhoff and von Neumann’s approach is that it
does not yield an extension of classical logic. Our semantics has the advantage
of closely guiding the design of the language around the underlying concepts
of quantum physics while keeping the classical connectives and was inspired by
the Kripke semantics for modal logic. The possible worlds approach was also
used in [9, 10, 11, 12, 13] for probabilistic logic. Our semantics to quantum logic,
although inspired by modal logic, is also completely different from the alternative
Kripke semantics given to traditional quantum logics (as first proposed in [14])
still closely related to the lattice-based operations. The resulting quantum logic
also incorporates probabilistic reasoning (in the style of Nilsson’s calculus [9, 10])
since the postulates of quantum physics impose uncertainty on the outcome of
measurements. From a quantum state (superposition of classical valuations living
in a suitable Hilbert space) it is straightforward to generate a probability space

K. Futatsugi et al. (Eds.): Goguen Festschrift, LNCS 4060, pp. 50-64, 2006.
© Springer-Verlag Berlin Heidelberg 2006



Quantum Institutions 51

of classical valuations in order to provide the semantics for reasoning about the
probabilistic measurements made on that state.

Herein, we present within the theory of institutions (a logic is identified with
an institution, as originally proposed in [15, 16]), the exogenous-style construc-
tion of a quantum logic from any given base logic in order to assess how general
the construction is. The construction is carried out in three main steps. Given
an arbitrary institution we first build its global extension (globalization) where
each model is just a set of models of the original institution. Then, we proceed
with the construction of its probabilistic extension (probabilization) where each
model is a probability space where the outcomes are models of the original in-
stitution. Finally, we obtain the quantum extension (quantization) of the given
institution where each model is a unit vector in the Hilbert space freely gen-
erated from a set of models of the original institution. Obviously, in each step
the language is enriched to take advantage and to express properties of the new
models. For instance, in the globalization step, global classical connectives are
added for reasoning about formulas of the original logic. The institutional per-
spective allows us to conclude that the first two constructions are fully general,
in the sense that nothing is assumed about the given institution and also that
nothing else is needed. But quantization requires some additional information
(the choice of qubit formulae).

In Section 2, we briefly present the relevant notions and results of the theory
of institutions. The globalization step is described in Section 3. The probabi-
lization step is presented in Section 4. Finally, in Section 5 we carry out the
quantization step of the enrichment. We conclude with an outline of further
research directions.

2 Institutional Preliminaries

In this paper, as a first step towards the full understanding of the proposed
approach to enriching logics, we shall adopt a variant of the original notion of
institution, without morphisms between models (c.f. [17]). For simplicity we shall
just call it an institution, without any further qualifiers. We denote by Cls the
category with classes as objects and maps between classes as morphisms.

An institution is a tuple I = (Sig, Sen, Mod,I-) where: Sig is a category
(of signatures); Sen : Sig — Set is a (formula) functor; Mod : Sig — Cls°?
is a (model) functor; and IF= {IFs} o¢|sig is a family of (satisfaction) relations
IFx»C Mod(X) x Sen(X), such that the following satisfaction condition holds,
for every signature morphism o : X — X', every formula ¢ € Sen(X'), and every
model m’ € Mod(X'): Mod(o)(m/) k5 ¢ iff m' IFx Sen(c)(p).

As usual, given a set I' C Sen(X) of formulas and a model m € Mod(X),
we will write m IFx I' to denote the fact that m IFx ¢ for every ¢ € I'. Mutatis
mutandis, given a set M C Mod(Y) of models and a formula ¢ € Sen(XY),
we will write M IFyx ¢ to denote the fact that m IFx ¢ for every m € M.
Recall that I induces a family F= {Fx}rcsigl of (entailment) relations FxC
Pw(Sen(X)) x Sen(X) defined by I" Fyx ¢ if, for every m € Mod(X), if m IFx
I" then m IFx .
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The notions of arrow between institutions are at least as important as the
notion of institution itself. There is a rather extensive and prolific bibliography
on this subject, where various meaningful notions of arrows between institutions
are proposed, used, exemplified, and related with each other. A recent system-
atization of the field can be found in [17]. The notion of arrow that we will be
using in this paper can be classified as a comorphism (or a plain map as origi-
nally named in [18], or also a representation as renamed in [19]). It is however
a modified comorphism that maps models to sets of models, which can be ex-
plained as an instance of the general monad construction of [20]. The definition
will take advantage of the usual covariant powerset endofunctor Pw, in this case
extended to classes, that is, Pw : Cls — Cls is such that Pw(X) = 2%, and
Pw(f: X — X') mapseach Y C X to f[Y]={f(x): 2z €Y}.

Definition 1. A power-model comorphism from institution I to institution I’
is a tuple (&, a, B) where @ : Sig — Sig’ is a (signature translation) functor;
a : Sen — Sen’ o @ is a (formula translation) natural transformation; and
B : Mod'o® — PwoMod is a (power-model translation) natural transformation,
such that the following coherence condition holds, for every signature X' € |Sig|,
formula ¢ € Sen(Y), and model m’ € Mod'(®(X)): Bs(m') IFx ¢ iff m’ ()

as(p).

In the definition above, 85 (m’) is a set of models. Thus, the coherence con-
dition states that m’ Ibj ) ax(y) iff, for every m € Bg(m’), m -5 ¢. Clearly,
the possibility that Sz (m’) = 0 is not excluded. In that case, m’ must satisfy
the translation via « of any formula whatsoever. A particularly interesting case
corresponds to the situation when Gx(m') is a singleton. If this happens for ev-
ery model then we can recast the power-model natural transformation simply to
B3 : Mod’' 0 & — Mod, thus obtaining the usual notion of comorphism.

It is a well known fact that comorphisms preserve entailment. A further sim-
ple condition on the surjectivity of the translation of models can also guarantee
the reflection of entailment. Such properties were studied in [21]. These results
can easily be lifted to the level of power-model comorphisms, as stated below.
(Power-model) comorphisms compose in the usual way.

Proposition 1. Let I and I' be institutions and (®,c,B) : I — I' a power-
model comorphism. Then I' Fx ¢ implies ax[I'] Fe(s) as(p). Additionally, if
for each m € Mod(X)) there exists m’ € Mod (P(X)) such that B (m’) = {m},
then I' Ex ¢ iff as[I'] Fe(x) ax(p).

Proof. Given the power-model comorphism, assume that I' Fx . If m’ €
Mod'(#(X)) is such that m’ I3y x[I'] then, using the coherence condition
of the power-model comorphism, we have that Sx(m’) IFx I'. Thus, by defini-
tion of entailment, it follows from I" Ex ¢ that Sx(m’) IFx . Using again the
coherence condition, we now get m’ IF;(E) ax(p). Hence, ax[I' Fo(s) as(p).
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Assume now that the additional surjectivity condition holds and ax[I'] Fg(x)
ax(p). If m € Mod(X) is such that m |-, I' then {m} -, I". But we know that
there exists m’ € Mod'(#(X)) such that Bs(m’) = {m}. Thus, Bs(m’) IF, I’
and it follows from the coherence condition of the power-model comorphism that
m' g5 ax[I']. Hence, by definition of entailment, it follows that m’ IFj v
ax(p). Using again the coherence condition we obtain that Bx(m’) I, ¢, or
equivalently, m I, . Therefore, I' Fx . >

Hence, the existence of a power-model comorphism that fulfills the surjectiv-
ity condition stated in the second half of Proposition 1, for every signature, allows
one to say that the target institution is a conservative extension of the source
institution. Note that, for comorphisms, the surjectivity condition stated above
simply boils down to requiring that each map Bs : Mod'(#(X)) — Mod(X)
is surjective. It is also a trivial task to check that the surjectivity condition is
preserved by composing (power-model) comorphisms.

3 Global Institution

As a first step in our development, we aim at characterizing the exogenous
enrichment of a given logic with a layer of global reasoning. For the purpose, let
I = (Sig, Sen, Mod, IF) be the starting institution. We now proceed by defining
the envisaged global institution 79 and then showing, by means of a power-model
comorphism, that it extends I in a conservative way.

Definition 2. The global institution I9 = (Sig, Sen?, Mod?, IF9) based on I is
defined as follows:
— Sen?(X) is the least set containing Sen(X') such that, if §, d1, 02 € Sen?(X)
then (BH0), (01 J02) € Sen?(X).
— Sen?(0) = o9 is defined inductively by: 09(¢) = Sen(o)(y), 09(BJ) =
(B09(9)), and 09(61 3 d2) = (¢9(61) T 09(d2));
— Mod?(X) ={M :0# M C Mod(X)},
— Mod?(0)(M’) = Mod(o)[M'];
— IF{, is defined inductively by: M -, ¢ iff M IFx @, M IF (B9) iff M IS, 4,
and M IFS, (61 33 62) iff M IFS 61 or M IS, 6s.

Clearly, I9 is an institution. Indeed, the functoriality of Sen? and Mod? is
straightforward. The satisfaction condition of 19 can be established by a simple
induction on formulas. The only interesting case is the base case, that we analyze
below, the other cases being immediate by induction hypotheses. Let ¢ : 2 —
X' be a signature morphism, ¢ € Sen(Y) and M’ € Mod?(X’). Then, by
definition of Sen? and IF9, M’ IS, Sen?(0)(p) iff M’ |5/ Sen(o)(p), that is,
m' Ik Sen(c)(yp) for every m’ € M'. Therefore, using the satisfaction condition
of I, this is equivalent to having Mod(c)(m’) IFx ¢ for every m’ € M’, that is,
Mod?(o)(M') IF; .

In the resulting logic, the connectives H and T correspond to global negation
and global implication, respectively. Other connectives can be easily introduced,
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like global conjunction (41 M d2) = B(d; 3 (HI2)). If the base institution has
a negation — and an implication =, which can be understood as local, these
connectives do not collapse with the global ones. For implication, for instance,
we have that {(p1 = ¢2)} F% (91 J2), but the converse does not hold in gen-
eral, given two base formulas ¢1,p2 € Sen(X). Namely, assume that I is the
institution of classical propositional logic, 71, ms € X are two propositional sym-
bols and vy,v2 € Mod(X) are two classical valuations such that vi(m) = 0,
vi(m2) = 0, va(m) = 1 and ve(m2) = 0. Then, {vi,ve} IFL (m 3 m2) but
{vi,v2} IS (m1 = m2). The logic resulting from globalizing classical proposi-
tional logic was carefully studied in [5], where a sound and complete calculus
could be obtained by capitalizing on a calculus for classical logic and adding an
axiomatization of the new connectives. It is an open question if the same sort of
enterprise can be done in the general case. However, it seems possible to gener-
alize the technique used there, at least if the base logic enjoys an expressibility
property analogous to the disjunctive normal form of classical logic.

More interesting, at the moment, is to establish the precise relationship be-
tween the institutions I and I9.

Proposition 2. The triple CY9 = ($9, a9, 39), where P9 is the identity functor
on Sig; for each X, af, translates ¢ € Sen(X) to ¢; and for each X, 37, translates
M € Mod?(X) to M, is a power-model comorphism CY : I — I9 and fulfills the
surjectivity condition.

Proof. The naturality of a9 and 39 is straightforward. Given a signature mor-
phism o : ¥ — X’ and ¢ € Sen(X), we have Sen?(c)(a%(p)) = Sen?(o)(p) =
Sen(c)(p) = a%, (Sen(o)(p)). Similarly, given M’ € Mod?(X"), then we have
Pw(Mod()) (5%, (M')) = Pw(Mod(c))(M') = Mod(c)[M']= Mod®(c)(M’)
= (%.(Mod?(c)(M")). The coherence condition is trivial. >

As a corollary, by Proposition 1, CY9 shows that IY is in fact a conservative
extension of I.

4 Probability Institution

Let us now characterize the exogenous enrichment of a given logic with proba-
bilistic reasoning. We start by introducing the essential definitions and properties
of probability spaces. A probability space over a non-empty set {2 of outcomes
is a pair P = (B, ) where B is a Borel field over {2, that is, B C 2 contains
2 and is closed for complements and countable unions; and p : B — [0,1] is a
measure with unitary mass, that is, w(M) =1 and p(J;o; B;) = > oo pu(B;) if
{B;}2, C B is a family of pairwise disjoint sets.

In due course, we will need to map probability spaces along functions on their
outcomes. Let f : U — U’ be a function, 2 C U and P = (B, 1) a probability
space over (2. The image of P along f is the probability space f(P) = (B’ u')
over 2 = f[2] where B’ = {B' C (' : f~Y(B")N 2 € B}; and p is such that
W (B) = ul(f~1(B)) N 92).
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Let I = (Sig, Sen,Mod, IF) be the starting institution. As before, we shall
first define the envisaged probability institution I” and then show, using power-
model comorphisms, that I? extends conservatively both I and 9. Indeed, the
whole idea is to work with sets of models of the original institution, as in the
global case, but now endow them with a certain probability measure. Of course,
also the linguistic resources of the logic will be augmented to allow probabilistic
assertions and reasoning. For that sake, we assume fixed a set X of variables.
We shall also denote by R the set of all computable real numbers (see [22]).

Definition 3. The probability institution I? = (Sig, Sen”, Mod?, [FP) based on

I is defined as follows:
— Sen”(X) is the least set containing Sen(X) such that: (B9), (61 3 d2)

Sen? (X)) if §,61,d2 € Sen? (X)), and (t1 < t2) € Sen?(X) if t1,t2 € TP
where TP (X)) is the least set (of probabilistic terms) such that: X, R C T?(
(J) € TP(D) if p € Sen(X), and (t1 +t2), (t1.t2) € TP(X) if t1, 12 € TP(

— Sen?(0) = o is defined inductively by: o?(¢) = Sen(c)(yp), o?(BJ)
(El a”(é)), a”(él - (52) = (O’p((sl) 1 O’p((sg)), and O’p(tl < tg) (TW( )(tl)
TP (0)(t2)), where TP (o) is inductively defined by: TP (o) (z) = x, TP (0)(r) =

o)(J#) = (JSen(o)(¢)), T(0)(t1+t2) = (T*(0)(t1)+ T"{or)(22),
T(0) (t1.12) = (T°(0) (). T () (£2));

— Mod?(Y) is the class of all triples S = (M, P, p) where M is non-empty
set subset of Mod(X), P = (B, ) is a probability space over M such that
{m € M :m kg ¢} € B for every ¢ € Sen(X), and p : X — R is an
assignment;

~ Mod?(o)((M', P/, f)) = (Mod(0)[M’], Mod(0)(P"), #):

— IF8, is defined inductively by: S IFY, ¢ iff M IFx ¢, for ¢ € Sen(X), S IFE,
(El (5) iff S U?Lgv 6, S “—% (513(52) iff S |y% (51 or S H—% (52, and S “—% (tl S tg) iff
[t:1]° < [t2]”, where the denotation of probabilistic terms [ [° : TP(¥) — R
is defined inductively by: [z]° = p(z), for x € X and [r]® = r, for r € R,
ftp = M {m eM:mlxs (p}) [[tl —l-tg]]s = [[tlﬂs + [[tg]]s and [[tl.tgﬂs =
[ Bl

I? is an institution. Indeed the functoriality of Sen? is straightforward. Con-
cerning Mod?, and given o : ¥ — X’  just note that indeed (M, P,p) =
Mod?(a)({M', P, p’)) € Mod”(X). Given ¢ € Sen(X), {m € M : m IFx ¢}
is measurable, because M = Mod(c)[M’], and it is also measurable the set
Mod (o) t({m e M : m ks o)) N M = {m' € M’ : Mod(c)(m') IFx ¢} =
{m’ € M":m' -z Sen(c)(p)}.

The satisfaction condition of I? can be established by a simple induction on
formulas. The only interesting case is that of inequalities. Let t € TP(X). For ease
of notation let S = (M’, P’, p') and P’ = (B, /'), S = Mod?(0)(S") = (M, P, p)
and P = Mod(o)(P’") = (B, ). We need to show that [t]° = [TF(0)(¢)]". This
fact can be shown by a simple induction on terms. The interesting case concerns
the terms ([¢). Given ¢ € Sen(X), using the definitions of term denotation
and of image of a probability space, the satisfaction condition of the base insti-
tution I, and the definition of term translation, along with a little set-theoretical
manipulation, we have that

m

bbb

A I =

o
]
(ol
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[fel® = u({me M :m s ¢}) =

W (Mod(o)t({me M :mlrs p})NM') =

w({m' e M': Mod(o)(m/) Ikx ¢}) = / /
p({m' € M":m' Ik Sen(0)(9)}) = [[Sen(0)(0)]¥ = [T"(0)(f¢)]*-

The term ([¢) denotes the probability of ¢, interpreted as the probability
of the models of the base institution that satisfy . The logic resulting from the
probabilization of classical propositional logic was carefully studied in [5], where
a sound and weak complete calculus could be obtained. The calculus extends the
one for the globalization of classical propositional logic by exploring the inter-
play between the classical connectives and probability, and uses an oracle rule for
reasoning with real numbers. Although the logic enjoys the deduction theorem
with respect to global implication, strong completeness is out of reach simply
because the logic is not compact. Take, for instance, A = {(r < z) : r < }}.
Clearly, A F§. ( < z) but no finite subset of A does. Another interesting rele-
vant remark is the fact that the operators O and ¢ defined by (Op) = (1 < [¢)
and (O¢) = B([¢ < 0) behave as normal modalities.

In the general case depicted here, however, our aim is to establish the precise
relationship between the institutions I, I9 and IP.

Proposition 3. The triple C9 = ($9, 9P, 397), where P9 the identity func-
tor on Sig; for each X, of¥ translates each § € Sen?(X) to §; and for each X,
B3 translates each (M, P, p) € Mod?(X) to M € Mod?(Y), is a comorphism
and fulfills the surjectivity condition.

Proof. The naturality of a9 and 49" and the coherence condition are straight-
forward. As for surjectivity, given a non-empty M C Mod(X) and m € M, take
for instance the triple S = (M, (B, u), p) where B = 2™ ;(B) = and p is any
assignment. Then (B, u) is a probability space over M, and %7 (S) = M. >

As a corollary, by Proposition 1 and the observations therein, C9 shows that
I? is a conservative extension of I9. By transitivity, I? is also a conservative ex-
tension of I. Indeed, by composition, we also obtain a power-model comorphism
CP =(C9 o0 (Y9 :1 — IP that fulfills the surjectivity condition.

5 Quantum Institution

Finally, we turn our attention to the exogenous enrichment of a given logic with
quantum reasoning. In order to materialize the key idea of adopting superposi-
tions of models of the given logic as the models of the envisaged quantum logic,
let us start by recalling the essential concepts of quantum systems. Let us re-
call the relevant postulates of quantum physics (following closely [4]) and set up
some important mathematical structures.

Postulate 4 Associated to any isolated quantum system is a Hilbert space. The
state of the system is described by a unit vector |w) in the Hilbert space.
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For example, a quantum bit or qubit is associated to a Hilbert space of di-
mension two: a state of a qubit is a vector ap|0) + a1|1) where ag, @; € C and
|co|? + |a1|? = 1. That is, the quantum state is a superposition of the two clas-
sical states |0) and |1) of a classical bit. Therefore, from a logical point of view,
representing the qubit by a propositional constant, a quantum valuation is a
superposition of the two classical valuations.

Postulate 5 The Hilbert space associated to a quantum system composed of
finitely many independent component systems is the tensor product of the com-
ponent Hilbert spaces.

For instance, a system composed of two independent qubits is associated
to a Hilbert space of dimension four: a state of such a system is a vector
Oé()o‘00> + a01\01> + 0110|1O> + 0111‘11> where agg, @10, ap1, @11 € C and ‘O‘OO|2 +
|1 |2 + |a1o|? + |a11]? = 1. Again, representing the two qubits by two propo-
sitional constants, a quantum valuation is a superposition of the four classical
valuations. So, the Hilbert space of the system composed of two independent
qubits is indeed the tensor product of the two Hilbert spaces, each correspond-
ing to a single qubit.

Since we want to work with an arbitrary set of qubits, we will need the
following general construction. Given a nonempty set E, the free Hilbert space
over E is H(E), the inner product space over C defined as follows: each ele-
ment is a map |w) : E — C such that {e € E : |w)(e) # 0} is countable,
and Y . p|lw)(e)]* < oo; addition, scalar multiplication and inner product
are defined by |wi) + |w2) = Ae.|wi)(e) + |wa)(e), alw) = Xe.a|w)(e), and
(wilwz) =3 e p [w1) (€)[wa) (e).

As usual, the inner product induces the norm |||w)|| = \/(w|w), which on its
turn induces the distance d(Jwi), |wa)) = |||w1) — |wz)]||. Since H(E) is complete
for this distance, H(F) is a Hilbert space. Clearly, {|e) : e € E} is an orthonor-
mal basis of H(E), where |e)(e) = 1 and |e)(e’) = 0 for every e’ # e. A unit
vector of H(E) is just a vector |w) € H(E) such that |||w)|| = 1.

Let @ be the set of qubits in hand. If there are no dependencies between
the qubits then the system is described by the Hilbert space H(29), where 2%
is the set of all classical valuations. However, in many cases, we will be given
a finite partition S = {Q1,...,Q,} of Q, giving rise to n independent subsys-
tems. In the sequel, we will use [JS to denote the set {Ug,cr @i : R € S}
Moreover, it may also be that the qubits @); of each isolated subsystem are also
constrained and some of the classical valuations in 2¢¢ are impossible. Any set
V C 29 of admissible classical valuations induces a set of admissible classi-
cal valuations for each subsystem, that is, V; = {v; : v € V} with v; = v]q,.
Analogously, we will use vy to denote the restriction v|g of a valuation v to
R e S, and Vg = {vg : v € V}. Then, the space describing the correspond-
ing quantum system will be the tensor product @;_, H(V;). Still, note that
although (29¢); = 29" and 29 =[], 29, in general V' C [[}_, Vi. Moreover,




58 Carlos Caleiro et al.

although H(29) = @, H(29) = @i, H([]/—, 297), in general we have that
H(V) € Qi H(Vi) € H(ITiZ, Vi)

Hence, we should only consider quantum states of @, H(V;) that are com-
patible with V. Given the subspace relations stated above, we shall call a struc-
tured quantum state over V and S to a family |w) = {Jw;)}_; such that each
|w;) is a unit vector of H(V;); and (v|(Qi, |wi)) = [Ty (vilw;) =0if v ¢ V.

Note that it is easy to identify @), |w;) with a unique unit vector in H(V)
since all the amplitudes on valuations not in V' are null. Hence, by abuse of
notation, we shall also use |w) to denote @', |w;).

Now, we turn our attention to the postulates concerning measurements of
physical quantities.

Postulate 6 Fvery measurable physical quantity of an isolated quantum system
is described by an observable! acting on its Hilbert space.

Postulate 7 The possible outcomes of the measurement of a physical quantity
are the eigenvalues of the corresponding observable. When the physical quantity
is measured using observable A on a system in a state |w), the resulting outcomes
are ruled by the probability space Probﬁv> = <Q,B|Q,ﬂﬁu>> where in the case of

a countable spectrum uﬁu> =AB. Y\ coxBV)|Prlw)|?.

For the applications we have in mind in quantum computation and informa-
tion, only logical projective measurements are relevant. In general, the stochastic
result of making a logical projective measurement of the system at a structured
quantum state |w) determined as above is fully described by the probability
space (2V, py) over V where py,y(B) =3, [(v|w)|? for every B C 2V

In the sequel, we will need to be able to map quantum systems and states
across qubit maps. Let f: U — U', Q C U and Q' = f[Q]. Then, the function
f* 29 — 29 defined by f*(v')(q) = v'(f(q)) is injective: if f*(v}) = f*(v})
then, for each ¢ € @, v{(f(q)) = v5(f(q)), which implies that vj = v} since
Q' = f[Q]. Hence, f* establishes a bijection between any given set of classical
valuations V/ C 29" and V = f*[V’] C 29. Therefore, f* also establishes an
isomorphism between the Hilbert spaces H (V') and H(V) obtained my map-
ping |w') € H(V') to |w) = f*(Jw’)) such that |w)(f*(v')) = |w')(v'). More-
over, note that every finite partition &’ = {Q},...,Q/,} induces a partition
S =S ={Q1,...,Qn} of Q with each Q; = f~1(Q!) N Q. Hence, since
surjectivity guarantees that each Q) = f[Q;], the Hilbert space isomorphism es-
tablished in the preceding paragraph by f* also applies to the subsystems, that
is, H(V}) and H(V;) are isomorphic.

! Recall that an observable is a Hermitian operator such that the direct sum of its
eigensubspaces coincides with the underlying Hilbert space. Since the operator is
Hermitian, its spectrum 2 (the set of its eigenvalues) is a subset of R. For each
A € £2, we denote the corresponding eigensubspace by E and the projector onto Ey
by Pkx.
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We now characterize the exogenous enrichment of a given institution I with
quantum reasoning. As in the previous cases, we shall first define the envisaged
quantum institution 77 and then characterize its relationship to I, as well as to
the institutions previously built. To this end, qubits will be selected formulas
of the original logic, that induce upon observation a probability distribution on
models of the original institution. The notation I? is a little abusive here, since
the enrichment will be parameterized by a functor that chooses the qubits of
interest. Hence, we consider fixed a functor Qb : Sig — Set such that, for every
signature X, Qb(X) C Sen(X) and, for every signature morphism o : ¥ — X’
Qb(c) = Sen(0)|qb(x) and Sen(0)[Qb(X)] = Qb(X’). Note that Sen(c) is
required to be surjective on qubits, and that this requirement is essential in the
subsequent development of the 19 institution.

Clearly, models of the given institution mduce classical valuations on the
qubits. We denote by Vx : Mod(X) — 29P(*) defined, for each qubit ¢ €
Qb(X), b
lifmlFs @

0 otherwise -

Vsm(e) = {

To fulfill the original idea of working with quantum superpositions of models
of the original institution, we will have to restrict our attention to sets of models
M C Mod(X) on which Vy is injective, that is, if mi,ma € M and m; # mo
then Vs (my) # Vs (msz). In this way, we have a bijection between M and Vx[M].

Given A C F C Qb(X), we shall denote by vi € 2F the classical valuation
of the qubits in F defined by v () is 1 if ¢ € A and is 0 otherwise.

The syntax of the logic will also be augmented, not only with probabilistic
reasoning, but also in order to allow us to manipulate complex amplitudes and
to talk about qubit independence. Hence, besides for the set X of real variables,
we also assume fixed a set Z of complex variables.

Definition 8. The quantum institution I? = (Sig, Sen?, Mod?,IF?) based on I
(and Qb) is defined as follows:

— Sen?(X)) is the least set including Sen(XY) such that: (H4), (5 3 d2) €
Sen!(X) if 0,91,92 € Sen!(X); [F] € Sen’(X) if FF C Qb(X); and (t1 <
to) € Sen?(X) if t1,to € TH(X), where the sets TH(X) and TE(X) (of
real valued and complexr wvalued terms, respectively) are defined by mu-
tual induction as follows: X, R C TH(X); ([¢) € TH(Y) if ¢ € Sen(X),
(t1 + ta2), (t1.t2) € TH(Y) if t1,t5 € Tq( ), and Re(u), Im(u), arg(u), |u| €
T4(E) if u € TH(E); Z € TL(Z), [Thp, € TI( )if A C F C Qb(X),
(tl +7;t2),(t1.62t2) S TqC(Z) if t1,t2 € R( ), ’1—%(2) if u e ’1—%(2),
(ur + uz), (ur.uz) € TE(XE) if ur,ug € TEL(X), and (¢ > uisug) € TEH(Y) if
¢ € Sen(X) and ui,us € TH(Y),

— Sen?(0) = 07 is defined inductively by: o%(p) = Sen(o)(p), c?(BJ)
(E9%(9)), 076,382 = (0%(61) 30(32)), (] = [Sen(o) [F] aud 0%(1s <
t2) = (Th(o)(t1) < Th(o)(t2)), where T%(0) = o, and T¢(0) = o are de-
fined by mutual induction: o} (z) = z, UR(r) r, oh([p) = (fSen (¥)),
oh(ts +1t2) = (0k(t1) + ok(t2)), U%(tl tz) = (U?z( 1)-05(t2)), of(Re(u )) =
Ro(o% (1)), oh(Tm(w)) = (o (u)), o (are(w)) = arg(o(w), oh(jul



60 Carlos Caleiro et al.

\U‘é(U)I, U%(z) =z U%(‘T>FA) = ‘T>Sen( Nia ]7Sen(o')[A]7 Ug'(tl + ita) =
(0% (t1) +io%(t2)), o&(t1.e?) = (o (t1).e7r(t2) )7 od(u) = O’%( ), o&(ur +
uz) = (04 (u1) + 0¢(uz)), ot (uruz) = (o (w).0¢ ( 2)), 0&(p b utuz) =
(Sen(a)(¢) b 0% (u1): 0% (us):

— Mod?(%) is the class of all tuples (M, S, |w), v, p) where: @ # M C Mod(X)
such that Vy is injective on M, § is a finite partition of Qb(X), |w) is a struc-
tured quantum state over Vy[M] and S, v = {vra}acrcqb(y) is a family
of complex numbers such that, whenever F' € JS, vpa = (v} Q. crWi)
if vi € Vp, and vy = 0 if vi ¢ Vp, and p is an assignment such that
p(z) € R for every z € X, and p(z) € C for every z € Z;

— Mod"(o)(M', 8, /), v/> ') = (Mod(0)[M"], 0 [8']. 0* ([u')), v, ) with
0® =Sen(c)*, 071 =Sen(o) ! and vps = VSen(o)[FlSen(o)[A]}

— IF%, is defined inductively by W IF% ¢ iff M IFx ¢, for ¢ € Sen(X), W IFL,
(F06) iff W L 6, W K% (6 71 62) iff W IFL 61 or W IFL 65, W IFL [F]
iff FeUS, and W IFL (81 < to) iff [t1]¥ < [t2] W, where the denotations
of real terms [ [}V : T4(Y) — R and of complex terms [ ¢ : T (X) —
C are defined by mutual induction as follows: [z]}% = p(z), for z € X,
[r]¥ =r forreR, [ fgoR—,um(Vg[{meM m ks }]), [[tl—i—tg]]R—
[[ g +[tl g [ttt = [0 - [ta] [Re(u )m = Re([u[¢), [Im(u )]]R =

Im([u]¢), [arg(u)]y = arg([[u]]W% and [Juf]¥ \Mg’l’ [:]&" = p(2),
for 2 € Z, [T)palc” = vra, [t +itde” = [0]R +iltalR, [0re™1E
WﬂgllWﬂRvkﬂgY::ﬂﬂg [ur + w2l = [uald + [u2]d’, [ur-ua]d =

W .
[ur]& Ju2]d . and [ > ui;us]y = {[[ul]]c it M -y o

[uz]& otherwise

19 is an institution. Indeed the functoriality of Sen? is straightforward. Con-
cerning Mod?, and given a signature morphism o : X — X’ note that indeed
W = (M,|w),v,p) = Mod(c)(W’') € Mod?(X) if W = (M',|w'),V,p') €
Mod?(X"). In particular, since M = Mod(c)[M’], then Sen(o)®[Vs/[M']] =
Vx;[M] just because Vx;(Mod(o)(m'))(¢) = Vs (m')(Sen(o)(p)) for every m’ €
Mod(X’) and ¢ € Qb(X), due to the satisfaction condition of the original
institution. Moreover, if A C F C Qb(XY), and we let F/ = Sen(o)[F] and
A" = Sen(o)[A], the definition of vpa = v} 4 is suitable. First note that
vh € Vs [M'] iff vf € Vs[M] just because Sen(o)*(v,) = vf. Moreover,
FeUSit FFeJS.

The satisfaction condition of I? can be established by a simple induction on
formulas and on terms. The only interesting cases concern independence formulas
[F], plus probability ([¢) and amplitude |T),, terms. In the first case, we
need to show that W IF% [F] iff W’ IF%L, [F']. The result follows immediately
because F' € US iff Sen(o)[F] € US’. In the second case, we need to show that
[[elW = [/Sen(o)(¢)]¥". Indeed, using the bijection between M and Vi[M],
the fact that M = Mod(o)[M’], the satisfaction condition of the institution I,
and as a result the fact that Sen(o)®(Vs/(m')) = Vx(Mod(o)(m')), we have
that
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el = tjwy(Vel[{fm e M :m ks ¢}]) =

ZmEM:m\F;g& |(Vs(m )\wﬂz ZmEM:mlFELp Hw>(V2(m))\2 =
YomeMimi 5 1S€n(0)* (Jw') (Ve (m))|? =
Zm’EM’:m’IFE/Sen(a)(ga) [Sen(0)*([w'))(Sen(0)* (Vs (m')))|* =
Domren: m/IF 5 Sen (o) (p) [w') (Vs (m/))]? =
P reM’:m/IF 5 Sen (o) () [V (m")|m)|* =

By (Ve [{m' € M" =’ 15 Sen(0)(¢)}]) = [[Sen(o)(9)]F -

In the third case, we need to show that [|T) 41 = [|T) 4] . Since we
already know that F € |JSiff F/ € |J&’, and that v, € Vs, [M']iff v € V[M],
it suffices to verify that, when it makes sense,

Wil(®gq,cr lwi)) =lg,cr (vh)a [wi) = Tlg,cp v (vh)e )I2 =
[1o.cr ISen(o)* (Jw)))(Sen(0)* (vh)o))I* = Tlgrcp lwi) (v )@r)1? =
HQ;QF/ <(U£;)Q,’i‘w"> <UA’ |(®Q’CF’ |w;i))-

Most of the syntactic constructions introduced in I are self explanatory. The
quantum specific constructs, besides all the operations on complex numbers, are
the [F| formulas and the |T), , terms. Intuitively, [F] holds if the qubits in F'
form an independent subsystem of the whole, whereas |T) ., evaluates, when-
ever it is meaningful, to the complex amplitude of the vector [v4) in the current
state of the systems. The logic resulting from the quantization of classical propo-
sitional logic was introduced and studied in [1, 2]. A sound and weak complete
calculus for the logic was obtained in [3] using an iterated Henkin construction
inspired by the technique in [13]. The qubits of interest in this case were the
propositional symbols. Using the logic it is possible, for instance, to model and
reason about quantum states corresponding to the famous case of Schrodinger’s
cat. The relevant attributes of the cat are cat-in-box, cat-alive, cat-moving
being inside or outside the box, alive or dead, and moving, respectively. The
following formulas constrain the state of the cat at different levels of detail:

. [cat-in-box, cat-alive, cat-moving];

cat-moving = cat-alive);

(O cat-alive) M (O (— cat-alive)));
[cat-alive]);

[cat-alive = }).

Tk W N =

-
-
- (B
-

Observe that the assertions are jointly consistent. They characterize the
quantum states where: the qubits cat-in-box, cat-alive, cat-moving are not
entangled with other qubits; the cat is moving only if it is alive; it is possible that
the cat is alive and also that the cat is dead; the qubit cat-alive is entangled
with the others; and the probability of observing the cat alive (after collapsing
the wave function) is ;) Our aim is now to relate 19 with I, 19, IP.

Proposition 4. The triple C?? = ($P?, a1, 3P1), where PP? the identity functor
on Sig; for each X, o? translates each § € Sen”(Y) to ¢; and for each X, 58!
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translates each (M, S, |w),v, p) € Mod?(X) to (M, (2™ ), p|x) with u(B) =
My (Ve [B]), is a comorphism CP? : [P — 4.

Proof. The naturality of the transformation a?? is straightforward. Concerning
(BP9 just note that given W = (M, S, |w),v,p) € Mod!(X), fPY(W) is well
defined. The probability space (2™, u) over M is just an isomorphic copy of
(2V=IM] Hlwy) over Vs[M]. It is clearly a probability space, and its naturality
follows easily. The coherence condition is trivial. >

Note however that, in general, C?? does not satisfy the surjectivity condition,
and thus 17 is not a conservative extension of IP. This happens for two essential
reasons: first, the sets M of models that appear in quantum models must be in
one-to-one correspondence with their induced classical valuations on the qubits;
second, even for such an M, due to the independence partitions, not all proba-
bility spaces over M can be obtained from a quantum structure. Of course, by
composition, we also obtain a comorphism C9 = CP90 C9 : [9 — 19, and a
power-model comorphism C? = CP?0 CP : [ — [9. It is very easy to check that
C'? meets the necessary surjectivity condition, and therefore I is still a conser-
vative extension of I. Given X', and a model m of I, we just need to consider any
quantum structure of the form ({m},{Qb(X)}, 1|V,(m)), v, p) with vpa = 1 if
F = Qb(X) and vl = V,(m), or F =0, and vp4 = 0 otherwise. On the other
hand, it is easy to see that also C9? will be surjective, and hence I? a conservative
extension of I9, whenever the first of the above mentioned restrictions is trivial.
That is, requiring that M is in one-to-one correspondence with its induced set
of valuations should not exclude any possible set of models. For this condition
to hold, it suffices to require that the qubit functor Qb is chosen in such a way
that, for each X' and mq, mo € Mod(X), if m; and ms coincide on the satisfac-
tion of all qubits then m; = ms. If the qubits are representative typically one
ends up with logically equivalent models, but in many institutions it is possible
to avoid having logically equivalent models. The case of classical propositional
logic is paradigmatic, once we take as qubits all the propositional symbols. But
similar choices are possible in many other logics. In [23] it is shown how to do
this choice in any suitable finitely-valued logic. For instance, in Lukasiewicz’s
three-valued logic it suffices to consider as qubits all propositional symbols and
negations of propositional symbols. This possibility also helps in shedding light
on the usefulness of considering restricted sets of admissible valuations.

6 Conclusion

Figure 1 is the diagram of the institutions and (power-model) comorphisms
we have built, where — is used to distinguish the arrows that guarantee a
conservative extension from their source to target. Our main goal in bringing into
the realm of institutions the exogenous approach to globalization, probabilization
and quantization of logics was to assess how general these constructions were.
The first two constructions are fully general, in the sense that nothing is assumed
about the given institution and also that nothing else is needed. But quantization
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Fig. 1. Institutions and (power-model) comorphisms.

requires some additional information (the choice of qubit formulae). On the
other hand, the quantum logic, as pointed out by the institutional approach,
is not general enough (namely, injectivity of Vx on models, and surjectivity of
the qubit translations). The solution seems to suggest a slight generalization
of the exogenous approach towards working with multisets of models (as in
Kripke structures), a promising line of further development of the approach.
Furthermore, many interesting institution-theoretic questions remain open about
these logics and the construction mechanisms discussed herein, like analyzing
the properties of the constructions as functors on the category of institutions (or
better, on some category of institutions), studying the underlying categories of
models, and study their impact on the properties of the resulting categories of
specifications. From a logic-theoretic point of view, the next step is to attempt
at extending the completeness results in [5, 3] for a general base institution.
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Jewels of Institution-Independent Model Theory

Réazvan Diaconescu

Institute of Mathematics of the Romanian Academy

Abstract. This paper is dedicated to Joseph Goguen, my beloved teacher
and friend, on the ocassion of his 65th anniversary. It is a survey of
institution-independent model theory as it stands today, the true form
of abstract model theory which is based on the concept of institution.
Institution theory was co-fathered by Joseph Goguen and Rod Burstall
in late 1970’s. In the final part we discuss some philosophical roots of
institution-independent methodologies.

1 Introduction

The theory of institutions is a categorical abstract model theory which formalises
the intuitive notion of logical system, including syntax, semantics, and the sat-
isfaction between them. Institutions constitute a model-oriented meta-theory on
logics similarly to how the theory of rings and modules constitute a meta-theory
for classical linear algebra. Another analogy can be made with universal algebra
versus groups, rings, modules, etc. By abstracting away from the realities of the
actual conventional logics, it can be noticed that institution theory comes in fact
closer to the realities of non-conventional logics.

The notion of institution arose within computing science in 1980’s in response
to the population explosion of logics in use there,! with the ambition of doing
as much as possible at a level of abstraction independent of commitment to any
particular logic. This mathematical paradigm is called ‘institution-independent’
(abbreviated i-i) computing science or model theory.

Since their definition by Goguen and Burstall [11,31], institutions become a
common tool in the study of algebraic specification theory and can be considered
as its most fundamental mathematical structure. It is already an algebraic spec-
ification tradition to have an institution underlying each language or system, in
which all language/system constructs and features can be rigorously explained
as mathematical entities. Most modern algebraic specification languages follow
this tradition, including CASL [2], Maude [45], or CafeOBJ [25].

1 Some of them, such as first order (in many variants), second order, higher order, in-
finitary, Horn, equational, partial, type theoretic, intuitionistic, modal (in many vari-
ants), are well known or at least familiar to the ordinary logicians, while others such
as linear, behavioural, process, rewriting, polymorphic, coalgebraic, object-oriented,
etc. are known and used mostly in computing science.

K. Futatsugi et al. (Eds.): Goguen Festschrift, LNCS 4060, pp. 65-98, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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An institution T = (Sig", Sen’, Mod", =) consists of

1. a category Sig', whose objects are called signatures,

2. a functor Sen': Sig! — Set, giving for each signature a set whose elements
are called sentences over that signature,

3. a functor Mod": (Sigh°P — Cat giving for each signature X a category
whose objects are called X-models, and whose arrows are called X-(model)
morphisms, and

4. a relation =5 C [Mod'(X)| x Sen'(X) for each X € |Sig"|, called X-satis-

faction,
such that for each morphism ¢: X — X’ in Sig', the satisfaction condition
M’ EL, Sen'(9)(p) iff Mod! () (M) L, p

holds for each M’ € |Mod'(%")| and p € Sen'(X). When there is no danger of
ambiguity, we may skip the superscripts from the notation of the entities of the
institution, for example Sig" may be simply denoted as Sig.

We denote the reduct functor Mod'(¢) by [, and the sentence translation
Sen'(p) by ¢( ). When M = M’ I, we say that M is a @-reduct of M', and that
M’ is a w-expansion of M.

I-i model theory applies to a wide variety of logics, however due to space
constraints, in this paper we will discuss only examples from classical first order
logic and some of its fragments and extensions.

Classical (first order) logic as institution. Let FOL be the institution of many
sorted first order logic with equality. Its signatures (S, F, P) consist of a set of
sort symbols S, a set F' of function symbols, and a set P of relation symbols.
Each function or relation symbol comes with a string of argument sorts, called
arity, and for functions symbols, a result sort. F,,_.s denotes the set of function
symbols with arity w and sort s, and P, the set of relation symbols with arity w.

Signature morphisms map the three components in a compatible way. Models
M are first order structures interpreting each sort symbol s as a set My, each
function symbol o as a function M, from the product of the interpretations of the
argument sorts to the interpretation of the result sort, and each relation symbol
7w as a subset M of the product of the interpretations of the argument sorts.
Sentences are the usual first order sentences built from equational and relational
atoms by iterative application of logical connectives and quantifiers. Sentence
translations rename the sorts, function, and relation symbols. For each signature
morphism ¢, the reduct M’[, of a model M’ is defined by (M'[,), = M;(a:) for
each z sort, function, or relation symbol from the domain signature of ¢. The
satisfaction of sentences by models is the usual Tarskian satisfaction defined
inductively on the structure of the sentences.

Without loss of generality, for the sake of simplicity of presentation, we always
assume non-empty sorts for the models. This can be achieved in two ways. The
semantic solution is to consider only models for which M, # @ for each sort
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s. The syntactical solution is to consider only signatures having at least one
constant for each sort.

The institution PL of propositional logic is obtained as the sub-institution
of FOL obtained by considering only the empty sorted signatures.

Positive first order logic, FOL™ | restricts the FOL sentences only to those
constructed by means of A, V,V, 3, but not negation. Here V and 3 are no longer
reducible to A and V and vice versa.

An universal Horn sentence in FOL for a first order signature (S, F, P) is a
sentence of the form (VX)H = C, where H is a finite conjunction of (relational
or equational) atoms and C' is a (relational or equational) atom, and H = C' is
the implication of C' by H. The sub-institution HCL, Horn clause logic, of FOL
has the same signatures and models as FOL but only universal Horn sentences
as sentences.

An algebraic signature (S, F') is just a FOL signature without relation sym-
bols. The sub-institution of HCL which restricts the signatures only to the
algebraic ones and the sentences to universally quantified equations is called
equational logic and is denoted by EQL.

EQLN is the minimal extension of EQL with negation, allowing sentences
obtained from atoms and negations of atoms through only one round of quan-
tification, either universal or existential. More precisely, all sentences have the
form (QX)timte where Q € {V,3} and 7 € {=, #}.

Let VV be the sub-institution of FOL determined by the universal disjunction
of atoms.

Infinitary first order logic, FOL ., extends FOL by allowing infinite con-
junctions. Similarly, HCL, extends HCL by allowing the hypotheses H of Horn
sentences (VX )H = C to be infinite conjunctions of atoms. Also, VYV, extends
VvV by allowing infinite disjunctions of atoms.

Other examples of institutions in use in computing science include partial
[10], rewriting [44], label algebra [6], higher-order [8], polymorphic [52], temporal
[30], process [30], behavioural [7], coalgebraic [13], object-oriented [32] logics, and
many many more...

Significance of Institution-Independent Model Theory

While the goal of i-i formal specification has been greatly accomplished in the
algebraic specification literature, recently there has been significant progress to-
wards model theory too. This responds to the feeling shared by some researchers
that deep concepts and results in model theory can be reached in a significant
way via institution theory. The significance of i-i model theory is manifold.
First, it fulfils the main abstract model theory ideal by providing an uniform
generic approach to the model theory of various logics. This is especially relevant
for areas of knowledge involving a big variety of formal logical systems, most of
them unconventional. An important example comes from computing science in
general, and algebraic specification in particular. Related to this, institutions
also provide an ideal platform for exporting the rich and powerful body of con-
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cepts and methods developed by conventional model theory to a multitude of
unconventional logics.

While conventional ‘abstract” model theory of Barwise and Feferman [4,5]
extends first order logic explicitly by abstracting only sentences and satisfac-
tion and leaving signatures and models concrete and conventional, institutions
axiomatise the relationship between models and sentences by leaving them ab-
stract. Because of this lack of commitment to any particular logic, institutions
can be therefore considered as the true form of abstract model theory, some
authors even calling this ‘abstract abstract model theory’...

Then, i-i model theory has a special methodological significance. The i-i top-
down way of obtaining a model theoretic result, or just viewing a concept, leads
to a deeper understanding which is not suffocated by the (often irrelevant) details
of the actual logic and guided by structurally clean causality. A model theoretic
phenomenon is thus decomposed into various layers of abstract conditions, the
concepts being defined and results obtained at the most appropriate level of
abstraction. This contrasts with the traditional bottom-up approach in which
the development is done at a given level of abstraction. Thus concepts come
naturally as presumptive features that a “logic” might exhibit or not. Hypotheses
are kept as general as possible and introduced on a by-need basis. Results and
proofs are modular and easy to track down, despite sometimes very deep content.
Another reason for the strength of i-i methodology is that institutions provide
the most complete framework for abstract model theory, emphasising the multi-
signature aspect of logics by considering signature morphisms and model reducts
as primary concepts.

Finally, institution theory provide an efficient framework for doing logic and
model theory ’by translation or borrowing’ via a general theory of mappings
(homomorphisms) between institutions. For example, a certain property P which
holds in an institution I’ can be also established in another institution I provided
that we can define a mapping I — I' which ‘respects’ P.

Apart of re-structuring known model theoretic methods, i-i model theory
has already produced two classes of new concrete results. The first class is rep-
resented by model theories for a multitude of less conventional logics which did
not have one properly. Out of i-i model theory, even a relatively well studied
area like partial algebra gets with minimal effort (in fact almost for free!) a well
developed and coherent body of advanced model theoretic concepts and results.
A second class of concrete applications is constituted by new results in classical
model theory obtained by institutional methods. At the moment of writing this
survey, we can report interpolation and definability for numerous Birkhoff-style
axiomatizable fragments of classical logic [22,49] and the elegant solution to the
interpolation conjecture for many sorted logic [35]. The former results reveal
a strong causality relationship between axiomatizability, on the one hand, and
interpolation and definability, on the other hand. They also demount, or revise,
the causal relationship between interpolation and definability. Maybe in this sec-
ond class of applications we can also mention the considerably facilitated access
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to highly non-trivial results in classical model theory, such as Keisler-Shelah
Isomorphism Theorem.

This paper is a brief journey through i-i model theory as it stands today. A
full textbook on this topic is under preparation [16].

2 Basic Concepts

We assume the reader is familiar with basic notions and standard notations
from category theory; e.g., see [38] for an introduction to this subject. By way
of notation, |C| denotes the class of objects of a category C, C(A4, B) the set
of arrows with domain A and codomain B, and composition is denoted by “;”
and in diagrammatic order. The category of sets (as objects) and functions (as
arrows) is denoted by Set, and Cat is the category of all categories.? The opposite
of a category C (obtained by reversing the arrows of C) is denoted C°P.

In the following we focus on some basic institution theory concepts.

2.1 Presentations and Theories

The satisfaction relation between models and sentences determines a Galois con-
nection between the classes of models and the sets of sentences of a signature.
Let X be a signature in an institution (Sig,Sen, Mod, =). Then

- for each set of Y-sentences E, let E* = {M € [Mod(X)| | M [=x e for each

e € E}, and
- for each class M of X-models, let M* = {e € Sen(X) | M =5 e for each

M e M}.

These two functions denoted “( )*” form what is known as a Galois connec-
tion. Closed classes of models M = M** are called elementary and closed sets of
sentences E = E** are called theories.

When E and E’ are sets of sentences, E™* C E* is denoted by F = E’. Two
sentences e and ¢’ of the same signature are semantically equivalent (denoted
as e | €) if they are satisfied by the same class of models, i.e., {e} = {¢'}
and {e'} = {e}. Two models M and M’ of the same signature are elementarily
equivalent (denoted as M = M') if they satisfy the same set of sentences, i.e.
{M}* = {M'}*. An institution is closed under isomorphisms when all isomorphic
models are elementarily equivalent. In this paper, we will always assume that
our institutions are closed under isomorphisms.

A theory FE is presented by a set of sentences Ey if Ey C E and Ey = E, and
is finitely presented if there exists a finite Ey which presents E. A presentation
morphism ¢: (X, E) — (X', E’) is a signature morphism such that ¢(E) C E"™**.
A presentation morphism between theories is called a theory morphism. Notice
therefore that a theory morphism ¢: (X, F) — (X', E’) is a signature morphism

2 Strictly speaking, this is only a quasi-category living in a higher set-theoretic uni-
verse.
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such that ¢(E) C E’'. It is easy to notice that under the composition of signa-
ture morphisms, presentations, respectively theory morphisms, form categories
denoted Pres, respectively Th.

Theorem 1. [31] The forgetful functors Pres — Sig and Th — Sig create lim-
its and colimits. Consequently, in any institution, the category of its presenta-
tions/theories has whatever limits or colimits its category of signatures has.

For example, FOL has all small (co)limits of signatures®, hence it also has all
(co)limits of presentations/theories.

2.2 Model Amalgamation

The model amalgamation property discussed in the following is one of the very
fundamental semantical properties of logics which underlies almost all i-i model
theoretic developments. It is the merit of institution theory to have discovered it.

In FOL, consider a model M; for a signature Xy and a model Ms for a
signature Y5 such that M; and My are ‘consistent’ on the intersection of the
their signatures, i.e. Mi[s,nx, = Ma[s,nx,. The two models M; and My can
be ‘amalgamated’ to a model M; ® M for the union of the two signatures by
(My ® Ms), = (M), when z € X; or (M ® M), = (Ma), when & € X5.
Notice that this definition is correct because M; and M, are ‘consistent’ on
X1 N XYy, and that the amalgamation is the unique (X7 U Y9)-model such that
(Ml X Mz)[z‘l = M1 and (Ml X MQ)[22 = MQ.

Such model amalgamation property can be defined in any institution by
abstracting the intersection-union square of signatures to any commuting square
of signatures. In any institution, a commuting square of signature morphisms

b)) >
P2 01
\ \

!
2 0, b))
Fig. 1

is an amalgamation square if and only if for each Xj-model M; and a Y5-model
M> such that M [,, = Msl,,, there exists an unique X’-model My ®q, o, Mo,
called the amalgamation of M; and My, such that (M, Q1,00 M2)lo, = My and
(M1 ®q4,,0, M2)lo, = M>. When we relax the requirement on the uniqueness
of My ®,,p, Mo, we say that this is a weak amalgamation square. This amal-
gamation property is different and much more basic than some of the model
amalgamation properties studied in classical model theory textbooks referring
to the existence of a common elementary extension of two models of the same
stgnature.

3 One way to establish this is via general Grothendieck category constructions from
[56].
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From a categorical viewpoint, when we also involve the model homomor-
phisms, the model amalgamation property says that

Mod(£) 2 Mod ()

A A
Mod(¢2) Mod(601)

Mod(2) = |\ Mod ()

is a pullback in Cat.

At the level of arbitrary institutions model amalgamation can therefore be
regarded as a limit preservation property. An institution (Sig,Sen, Mod, |£) is
semi-/directed /inductive /weakly exact when the model functor Mod: Sig°? —
Cat preserves pullbacks/directed/inductive/weak?® limits, and is simply ezact
when it preserves all small limits.

In general the many sorted institutions are exact, while the unsorted (or one-
sorted) ones are only semi-exact. This is due to the fact that the initial signatures
in the unsorted logics still have a sort, they are thus not initial as many sorted
signatures. On the other hand the semi-exactness is not affected since pushouts
of unsorted signatures are the same as pushouts of many sorted signatures.

Theorem 2. [26] If the institution I is semi-exact, then the theory model functor
ModP : (Th")°P — Cat preserves pullbacks.®

This result can be of course immediately extended to other types of exactness,
including full exactness.

2.3 Elementary Diagrams

The method of diagrams constitutes a traditional tool in many of the conven-
tional first order model theory developments. Recall that the ‘positive diagram’
of any first order model M consists of all atoms satisfied by M in the signature
extended with the elements of M. At the level of i-i model theory this is reflected
as a categorical property which, in essence, formalises the idea that the class of
model homomorphisms from a model M can be represented (by a natural iso-
morphism) as a class of models of a theory in a signature extending the original
signature with syntactic entities determined by M. This can be seen as a coher-
ence property between the semantical structure and the syntactical structure of
an institution. By following the basic idea that a structure is in reality defined
by its homomorphisms, the semantical structure of an actual institution is given
by the model homomorphisms. On the other hand the syntactical structure of
an institution is essentially determined by the atomic sentences.

4 Recall [38] that a weak universal property, such as adjunction, limits, etc., is the same
as the ordinary universal property except that only the existence part is required,
uniqueness not being thus required.

® ModP (X, E) is the full subcategory of Mod(X) of those models satisfying E.
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An institution (Sig, Sen, Mod, |=) has elementary diagrams [20] if and only if
for each signature X' and each X-model M, there exists a signature morphism
tx(M): X — Xy, “functorial” in X and M, and a set Ejs of X -sentences such
that Mod(X'ys, Epr) and the comma category M/Mod(X) are naturally isomor-
phic, i.e. the following diagram commutes by the isomorphism ix ps “natural”
in X and M

i3, M

Mod(Xar, Ear) > (M/Mod(X))

forgetful
Mod (v 5 (M) v

Mod(X)

The signature morphism ¢y (M): X — X,/ is called the elementary extension
of X' via M and the set Ej; of X)j/-sentences is called the elementary diagram
of the model M. For each model homomorphism h: M — N let Nj denote
i (h).

The “functoriality” of  means that for each signature morphism p: ¥ — X’
and each Y-model homomorphism h: M — M'[,, there exists a presentation
morphism ¢, (h): (X, Envr) — (2, Ear) such that

te (M)

b)) =Xm
¥ te(h)
i \
/ > El ’
ety M

commutes.

The “naturality” of ¢ means that for each signature morphism ¢: X —
XY’ and each Y-model homomorphism h: M — M’[, the following diagram
commutes:

35]

Mod(Xyr, Er) " = M/Mod(X)
A A

Mod(e, (R)) h/Mod(p)=h;(=)1e

Mod (X, Ehy) > M'/Mod(X")

st M/

Note that each elementary diagram (X, Fjs) has an initial model My, =
iz (Lar).

An institution with elementary diagrams ¢ may be denoted by (Sig, Sen,
Mod, =, ¢).

For example, classical model theory considers traditionally various kinds of
model homomorphisms; each of them determine different elementary diagrams.
Below we give a list of several possibilities, each of them corresponding to a
specific restriction on model homomorphisms, but with the same elementary ex-
tensions. Let M be a X-model for a FOL-signature. Let ¢x (M) be the extension
Y — X adding the elements of M as new constants to X, and M}y, be the
tx;(M)-expansion of M such that M, = m for each element m € M.
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model homomorphisms Fjs
all atoms in M7y,
injective atoms and negations of atomic equations in M7},
closed atoms and negations of atomic relations in My,
closed and injective atoms and negations of atoms in M},
elementary embedding M},

Recall that a FOL-model homomorphism h: M — N is closed when M, =
h=1(N,) for each relation symbol 7 of the signature, and is an ‘elementary
embedding’ when M); = Nj. (Notice that because My, = m # m' for all
m, m’ € M which are different, h is also injective.)

Elementary diagrams are used in many i-i model theoretic developments.
For example, in the presence of elementary diagrams, limits and colimits of
models can be obtained from corresponding limits and colimits of signatures.
This is an important consequence of elementary diagrams because in the actual
institutions, limits, and especially colimits of models are much more difficult to
establish than (co)limits of signatures.

Theorem 3. [20] Consider and institution with elementary diagrams and initial
models of presentations. Then, for each signature X, the category of X -models
has J-(co)limits whenever the category of signatures Sig has J-(co)limits.

From Theorem 3 we can immediately establish that, for any FOL signature its
category of models has all small limits and colimits. For this, we have actually
to apply Theorem 3 to the fragment of FOL whose sentences are just (ground)
atoms. Because any Horn presentation has initial models, we can extend this
argument to a stronger result: the models of any Horn theory have all small
limits and colimits.

2.4 Free Models

The problem of existence of free models in institutions is often represented by
the problem of existence of initial models for theories. For example, in FOL the
largest class of theories admitting initial models is that of theories of universal
Horn sentences.

At the level of an arbitrary institution (Sig, Sen, Mod, =), a theory morphism
p: (X, FE) — (X', E’) is liberal if and only if the reduct functor
Mod®(p): Mod? (X', E') — Mod? (X, E) has a left-adjoint ( )¥.

Theorem 4. [20] A semi-exact institution with elementary diagrams and
pushouts of signatures is liberal when each theory has an initial model. Con-
versely, if the institution has initial signatures and is exact, each theory has an
wnitial model whenever the institution is liberal.

When we apply Theorem 4 to FOL, we get that HCL is liberal.
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3 Internal Logic

Much of the i-i development of model theory relies on the possibility of defining
concepts such as logical connectives, quantification, and atomic sentences inter-
nally to any institution. The main implication of this fact is that the abstract
satisfaction relation between models and sentences can be decomposed at the
level of arbitrary institutions into several concrete layers of satisfaction defined
categorically in terms of (a simple form of)) injectivity and reduction. Essentially
speaking, this ‘internal logic’ is what gives depth to the i-i approach to model
theory.

3.1 Boolean Connectives and Quantifiers
Boolean connectives. Given a signature X' in an institution

- the X-sentence p' is a (semantic) negation [53] of p when p'* = |[Mod(X)|\ p*,
and

- the Y-sentence p’ is the (semantic) conjunction [53] of the X-sentences p;
and py when p'* = pi N p}.

We can easily notice that negations and conjunctions of sentences are unique
modulo semantical equivalence.

An institution has (semantic) negation when each sentence of the institution
has a negation, and has (semantic) conjunctions when each two sentences (of the
same signature) have a conjunction. Distinguished negations are often denoted
by — , while distinguished conjunctions by A .

All these can be extended in the same way to other Boolean connectives, such
as disjunction (V), implication (=), equivalence (<), etc., and also infinitary
conjunctions and disjunctions. An institution which has all semantic Boolean
connectives is called a Boolean complete institution.

Notice that while FOL is Boolean complete, EQL and HCL have no seman-
tic Boolean connectives

Quantifiers. Given a FOL signature morphism (S, F, P) and a set X of (new)
variables (for S), any (S,F W X, P)-sentence can be regarded as an ‘open’
(S, F, P)-sentence with ‘unbound’ variables X. When there are no unbound vari-
ables, an open sentence is just an ordinary (‘closed’) sentence. Recall that for any
(S, F, P)-model M, M |= (3X)p if and only if there exists M’ an (S, F & X, P)-
expansion of M such that M’ = p.

The concept of quantification can be defined ‘internally’ to any institution
I by abstracting FOL signature inclusions (S, F, P) — (S,F W X, P) to any
signature morphism y : X — X in I. Therefore at the abstract level of arbitrary
institutions

- a X-variable is just a signature morphism y: X — 3,

- an (open) x-sentence is just a X'-sentence,

- a X-sentence p is a (semantic) existential x-quantification [53] of a x-
sentence p’ when p* = (p'")],; in this case we may write p as (Ix)p’,
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- a Y-sentence p is a (semantic) universal x-quantification [53] of a x-sentence
p when p =| =(3x)—p’; in this case we may write p as (Vx)p'.

For a class D C Sig of signature morphisms, we say that the institution has
universal /existential D-quantification when for each y: XY — X' in D, each
X'-sentence has a universal/existential y-quantification.

Generally, one may consider quantification only up to what the respective
concept of signature supports. For example FOL signatures support quantifi-
cations only up to second order, for higher order quantifications one needs to
involve a different concept of signature, coding higher order types.

Based on this internal concept of variable in [21] we have introduced an
internal general concept of substitution, which captures first-order, second-order,
and higher-order substitutions in actual logics.

Finitary signature morphisms. In conventional (first order) model theory, the
quantifications are finitary. At the level of abstract signature morphisms in
institutions, we say that a signature morphism x: X — X' is finitary when

for each directed diagram of X-models (M; fi'j>Mj)(i<j)e(17§) with a colimit

(M; e >M );cr and each x-expansion M’ of M there exists an index i € I and
a x-expansion p of p;.

3.2 Representable Signature Morphisms

Quasi-representable signature morphisms. For any FOL signature (S, F, P) and
any set X of variables, given any (5, F, P)-model homomorphism h: M — N,
any (S,F W X, P)-expansion M’ of M determines uniquely a (S,F W X, P)-
expansion h': M’ — N’ of h defined by ' = h and N, = h(M]) for each
z € X. In general, in FOL this property holds only for first order variables,
and can be seen as an i-i generalisation of the concept of first order variable.
This is important because many model theoretic results depend upon restricting
quantification to first order.

In any institution, a signature morphism x: X — X’ is quasi-representable
[16] when for each X’-model M’, the canonical functor below determined by the
reduct functor Mod(x) is an isomorphism (of comma categories)

M’ /Mod(5') 2 (M'],,)/Mod(5)

Usual ‘first order’ variables in actual standard institutions, but also in institu-
tions such as E(FOL) (of FOL elementary embeddings) constitute examples of
quasi-representable signature morphisms. However, this concept accommodates
also other less conventional types of variables. For example, in the restriction of
REL (relational logic restricting FOL signatures only to those without oper-
ation symbols) to strong model homomorphisms, any signature extension with
constants and /or relation symbols is quasi-representable.

Proposition 1. [16,19] 1. In any institution the (finitary) quasi-representable
signature morphisms form a subcategory of Sig.
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2. If the institution is semi-exact, then quasi-representable signature morphisms
are stable under pushouts.

Consider a quasi-representable signature morphism y : X — X’ and assume that
Mod(X") has an initial model 05,. We have the following canonical isomorphisms:

Mod(%') 2= 05 /Mod(%’) = (05 [,)/Mod(X)

This situation shows that the X’'-models M’ can be ‘represented’ isomorphically
by XY-model homomorphisms M, — M’[,, where M, denotes Os[y.

Therefore, a signature morphism y: X — X’ is representable [19] if and only
if there exists a X-model M, (called the representation of x) and an isomorphism
i, of categories such that the following diagram commutes:

Mod(5') % (My/Mod(X))

forgetful
Mod(x) v

Mod(X)

Fact 1 A signature morphism x: X — X’ is representable if and only if it is
quasi-representable and Mod(X") has an initial model.

Therefore, in FOL representable and quasi-representable signature morphisms
are the same concept. For example, given a set X of variables for a FOL signature
(S, F, P), the representation of the signature inclusion (S, F, P) — (S, FW X, P)
is given by the (free) term F-algebra Tr(X). This corresponds to the fact that
(S, F ¥ X, P)-models M are in canonical bijection with valuations of variables
from X to the carrier of M, which, by the freeness of Tr(X), are in canonical
bijection with (S, F, P)-model homomorphisms Tr(X) — M.

Proposition 2. [1/] A FOL-signature morphism is representable if and only
if it is bijective on sort symbols, relation symbols, and mon-constant operation
symbols.

First-order substitutions can be recovered from the internal concept of sub-
stitution between representable signature morphisms; at the general level they
are called representable substitutions [21].

3.3 Basic Sentences

Given any set of atoms (either equational or relational) E for a FOL-signature
(S, F, P), let 0g be the initial (S, F, P)-model satisfying E. Notice that

M = F if and only if there exists a model homomorphism 0 — M
for each (S, F, P)-model M.
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Given a signature X in an arbitrary institution, a set E of X-sentences is basic
[19] if there exists a X-model Mg such that for each ¥-model M, M |=x E if
and only if there exists a model homomorphism Mg — M.

Notice that not all sentences admitting an initial model are basic. A coun-
terexample is given by negations of equations t; # ¢5 in an algebraic signature
(S, F).5 On the other hand, not all basic sentences are atoms or conjunctions of
atoms. For example, it can shown that FOL existentially quantified atoms are
basic too.

When the model homomorphisms Mg — M are also unique, then we say
that F is epic basic. We say that a sentence p is (epic) basic when {p} is (epic)
basic. Note that in FOL all atoms are epic basic.

We say that a basic set of sentences F is finitary if the model Mg is finitely
presented in the category Mod(X') of X-models. Note that in FOL any finite set
of atoms is finitary basic.

Proposition 3. [16] In any institution with elementary diagrams with quasi-
representable elementary extensions, the elementary diagrams are basic.

In any institution, a universal Horn sentence [16] is a sentence semantically
equivalent to (Vx)E = E’ where x: X — X’ is a quasi-representable signature
morphism, E is an epic basic set of X’-sentences, and E’ is a basic set of X’'-
sentences. A universal Horn sentence (Vy)E = E’ is finitary when E, E' and
x are finitary. Notice that universal Horn sentences in FOL, as defined in the
previous chapter, are the FOL instances of the i-i finitary Horn sentences.

3.4 Elementary Homomorphisms

The classical model theoretic concept of elementary embedding can be abstracted
to any institution (with elementary diagrams) as follows.

First notice that in any institution with elementary diagrams, the elementary
diagram of any model M has an initial model, denoted Mj;. Then a model
homomorphism h: M — N is elementary [34] when Nj, = M5,

Fact 2 For each elementary homomorphism h: M — N, M* C N*.

Based on the internal concept of open sentence, one may define another
concept of elementary homomorphism which does not require elementary dia-
grams. Given a class D C Sig of signature morphisms, a 2’-model homomorphism
h: A — B is D-elementary when A’”™ C B’ for each D-expansion h': A’ — B’
of h.

In the actual institutions, D is usually taken to be the class of all signature
extensions with constants. Notice that in the case of FOL, and in fact in all
institutions with finitary sentences, elementarity with respect to signature ex-
tensions with arbitrary number of constants is equivalent to elementarity with
respect to extensions adding finite numbers of constants. Notice that in these
situations the following applies well.

6 This has the term model T as its initial model, however it is not basic.
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Proposition 4. [34] In an weakly semi-exact institution Let D be a class of
quasi-representable signature morphisms which is stable under pushouts. Then
D-elementary homomorphisms form a sub-institution of the original institution.

In the case of FOL, when we take D the class of finite signature extensions with
constants, this just says that FOL elementary embeddings form an institution.

In the presence of elementary diagrams satisfying certain ‘normality’ condi-
tions (see [34] for the definition), which is very natural in actual institutions,
the two notions of elementary homomorphisms coincide. This leads to another
important fact: the elementary homomorphisms attached to a system of elemen-
tary diagrams bring their own system of elementary diagrams, which is in fact
“more elementary” than the starting one.

Corollary 1. [34] In any weakly semi-exact institution 1 with ‘D-normal’ el-
ementary diagrams for D a class of quasi-representable signature morphisms
which is stable under pushouts, and such that it contains all elementary exten-
sions, the elementary homomorphisms form a (sub-)institution E(I) which has
elementary diagrams. E(I) is called the elementary sub-institution of I.

Theorem 5 below is an i-i generalisation of famous Tarski’s Elementary Chain
Theorem [57] which is used for many results in classical model theory (see [12])
and shows that the closure of elementary homomorphisms under directed colim-
its holds when the institution either has all negations (such as FOL, EQLN),
or no negation at all (such as FOLT, EQL), and it may fail on intermediate
cases (such as HCL).

Theorem 5. [3/] Assume one of the following:

- each sentence is accessible from the basic ones by (possibly infinite) con-
Jjunctions, disjunctions, universal D-quantifications, and finitary existential D-
quantifications, or

- the institution has negations and each sentence is accessible from the
basic ones by (possibly infinite) conjunctions, negations, and finitary D-
quantifications.

Then the class of D-elementary homomorphisms (or just elementary homo-
morphisms if in addition the institution has D-normal elementary diagrams and
D-contains all elementary extensions) is closed under directed colimits.

4 Model Ultraproducts

Much of the conventional model theory can be developed through the powerful
method of ultraproducts (see for example [36]). The i-i method of ultraprod-
ucts employs the following well known categorical concept of filtered products
[43,1,40,41].

Let C be a category with small products and small directed colimits. Consider
a family of objects {A;};cr. Each filter F over the set of indices I determines a
functor Ap: F' — C such that Ap(J C J') = py s [Licsy Ai — [y Ai for
each J,J' € F with J C J', and with py_; being the canonical projection.
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Then the filtered product of { A;}ier modulo F is the colimit p: Ap = [[5 A;
of the functor Ap.

Pyr,g
26]’ i >Hz€]

\/

If F is an ultrafilter then the filtered product modulo F' is called an wultra-
product. When A; = A for all i € I, then the filtered product is called filtered
power. Notice that a (direct) product [],.; A; is the same as the filtered product
Iy A

Categorical filtered products permit the definition of filtered products of
models in any institution with small products and small directed colimits for
each of its categories of models. We say that an institution has (small) prod-
ucts/directed colimits of models when all its categories of models have (small)
products/directed colimits.

In the case of FOL, model products are easy and directed colimits of mod-
els are created by the forgetful functor to (the underlying) sets because of the
finiteness of the arities of the operations and relations. Alternatively, one may
use the FOL corollary of Theorem 3. Categorical filtered products in FOL are
the same as classical filtered products first time introduced in [39].

For a signature X' in an institution, a X-sentence e is

icl

— preserved by F-filtered factors if || A; =x eimplies {i € I | A; =x e} € F,
and
— preserved by F-filtered products if {i € I | A; =x e} € F implies [[» A; Ex

€,

for each filter F € F over a set I and for each family {A;};c; of X-models.
A sentence is a Los-sentence [19] when is preserved by all ultrafactors and all
ultraproducts.

Theorem 6. [19] In any institution, the Los-sentences

- contain all finitary basic sentences,

- are closed under Boolean connectives,

- are closed under any finitary representable quantification, and

- are closed under any projectively representable quantification if the institu-
tion has epic model projections.

An institution is a Los-institution [19] if and only if all its sentences are Los-
sentences. For example, FOL is a Los-institution because each sentence is acces-
sible from equations and relational atoms, which are finitary basic, by finitary
representable quantifications and Boolean connectives. Instead of finitary rep-
resentable quantification we may alternatively use the argument of projectively
representable quantifications. This shows that the extension of FOL with infini-
tary quantifications is also a Los-institution. However the extension FOL ,, of
FOL to infinitary conjunctions is not a Los-institution.
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Compactness. An institution is m-compact if each set of sentences is consistent
when all its finite subsets have at least one model. If for each set of sentences F
and each sentence e, E |= e implies the existence of a finite subset Ey C E such
that Ef = e, then we say that the institution is compact.

In the light of Theorem 6 the following constitutes an i-i Compactness The-
orem.

Corollary 2. Any Los-institution is (m-)compact.

5 Saturated Models

Saturated models are used in many model theoretic developments (see [12]), and
they can be approached naturally in an i-i framework.

Chains and (A, D)-saturated models. In any category C, for any ordinal A, a

A-chain [27] is a A-diagram (A; fw>Aj )i<j<x such that for each limit ordinal
¢ <A, (fic)ice is the colimit of (f; ;)i<j<c-

For any class of arrows D C C, a (A, D)-chain [27] is any A-chain (f; ;)icj<
such that f; ;41 € D for each ¢ < A.

For each signature morphism x: X — X’ a X-model M y-realizes a set
E’ of X'-sentences, if there exists a y-expansion M’ of M which satisfies E’.
It x-realizes finitely E’ if it realizes every finite part of E’. A Y-model M is
(A, D)-saturated [27] for A a cardinal and D a class of signature morphisms when

for each ordinal o < A and each (a, D)-chain (X; <pi'j>2j )i<j<a with Xy = X,

for each (X, Xy ) € D, each g o-expansion of M x-realizes any set of
sentences if and only if it x-realizes it finitely.

The traditional concept of A-saturated model can be recovered from this by
considering D to be the class of FOL signature extensions with a finite number
of constants.

\-small signature morphisms. A signature morphism ¥ © =3’ is A-small [27]

for a cardinal A when for each chain (M; *'>M; Jo<i<j<x of Z-homomorphisms
and each g-expansion M’ of M), there exists ¢ < A and M/ M a -
expansion of f; x. For example, finitary signature morphisms are w-small.

The following shows that each model can be elementarily embedded into a

saturated model, thus providing an existence theorem for saturated models.

Theorem 7. [27] 1. M = N if there exists a model homomorphism M — N,
2. it has finite conjunctions and existential D-quantifications,
3. it has inductive colimits of signatures and is inductive-exact,
4. for each signature X, the category of X-models has inductive colimits,
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5. for each signature morphism X XX and E' set of X' -sentences, if A
realizes E' finitely then there exists a model homomorphism A — B such that B
realizes B’

6. for each signature morphism X XX and each X-model M, the class
of x-expansions of M form a set, and

7. each signature morphism from D is quasi-representable, the category Sig
of signatures is D-co-well-powered, and for each ordinal \ there exists a cardinal
a such that each (A, D)-chain is a-small.

Then for any cardinal X\ and for each X-model M there exists a
Y -homomorphism M — N such that N is (\, D)-saturated.

Applications of Theorem 7 considers elementary institutions. This means
that in the case of FOL, the considered institution should be in fact the sub-
institution of F(FOL) with (arbitrarily large) signature extensions with con-
stants as signature morphisms (in order to fulfil the inductive-exactness condi-
tion). Then it is rather easy to establish the other conditions underlying Theorem
7. The most delicate are 4., which invokes Tarski’s Elementary Chain Theorem
(see Theorem 5), and 5., which follows from compactness.

The uniqueness of saturated models is probably the crucial result which is
used in the applications of saturated model theory. At the i-i level this requires
to spell out the following rather natural property of elementary extensions.

Simple elementary diagrams. The elementary diagrams ¢ of an institution are
simple [27] when for each signature X and all X-models A, B, for each tx(B)-
expansion A’ of A, the following is a pushout square of signature morphisms.

L):(B)> 4
Lz‘(A) LEB (A/)
\% \
b)) XB)a
ALLE(B)TlA) B)a

It is easy to notice that in actual examples, those elementary diagrams such that
their elementary extensions just add the elements of the model as new constants
to its signature, like in FOL, are simple because the above diagram is in fact a
diagram of the form

b)) > Y W |B]
v v
YW |A| > Y W|B|W|A]

where |A| and |B| denote the sets of elements of (the carriers of) A and B.
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Sizes of models. A D-size of a model M in an institution with elementary dia-
grams ¢ is a cardinal number A such that the elementary extension ¢x (M) = g, »
for some (A, D)-chain (¢; ;)i<j<i.

For example, if we take D to be the class of FOL finite extensions of signa-
tures with constants, the D-size of a FOL model M can be taken as the cardinal
of its set |M] of elements, i.e. |[M| = Uses M, where S is the set of the sorts of X.
It can be noticed that in this case A-saturated and D-size A\ means cardinality \.

Theorem 8. [27] If the institution

1. has pushouts and inductive colimits of signatures,

2. is semi-ezact and inductive-exact on models,

3. has simple elementary diagrams t,

4. has existential D-quantification for a (sub)category D of signature mor-
phisms which s stable under pushouts,

5. has negations and finite conjunctions, and

6. the sentence functor preserves inductive colimits
then any two elementary equivalent (X, D)-saturated X-models of D-size \ are
isomorphic.

In the case of FOL, the considered institution is just FOL (i.e. with the
positive diagrams as (abstract) elementary diagrams). Like for Theorem 7, con-
dition 6. holds by the finiteness of the sentences. Therefore we obtain that any
two A-saturated FOL models of cardinality A are isomorphic.

The following application is an i-i generalisation of the rather famous Keisler-
Shelah Theorem [12]. In the actual institutions the following conditions can be
established rather easily.

Corollary 3. [27] Consider a Eo$ institution with a class D of signature mor-
phisms satisfying the hypothesis of Theorem 8 and which also satisfies the fol-
lowing:

- it has finite conjunctions and existential D-quantifications,

- each signature morphism preserve products and directed colimits,

- each signature morphism lifts completely ultraproducts.
Let X be a an infinite cardinal, U a countably incomplete A-good ultrafilter over I.

- the cardinality of Sen(X) is strictly smaller than X,

- for each model M, if M has a D-size X, then each ultrapower [[,, M for an
ultrafilter U over I of cardinality k, has D-size \F.

Assuming the Generalised Continuum Hypothesis, any two elementarily
equivalent models have isomorphic ultrapowers (for the same ultrafilter).

Let us say that an institution has the Keisler-Shelah property if and only if it
satisfies the conclusion of above Corollary 3.

6 Preservation and Axiomatizability

6.1 Axiomatizability by Ultraproducts
In the applications the hypotheses of the following are handled by Theorem 6.
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Theorem 9. In any institution with sentences preserved by ultraproducts that
has negation and conjunction,

- a class of models is elementary if and only if it is closed under ultraproducts
and elementary equivalence,

- a class of models is finitely axiomatizable if and only if both it and its
complement are elementary.

6.2 Varieties and Quasi-varieties

In classical logic it is know that in general the universal Horn sentences are
essentially the most complex sentences admitting initial models in the sense that
each such sentence is equivalent to a set of universal Horn sentences. It is easy to
see also that Horn sentences are also preserved by (closed) sub-models are direct
products. Below we show that this equivalence between the existence of initial
models and the closure under direct products and submodels is independent of
the actual institution.

Inclusion systems. We may use the concept of inclusion system for rephrasing the
category theoretic concepts of subobjects and quotients (that are traditionally
defined in terms of monics and epics).

(Z, &) is a inclusion system [26]7 for a category C if Z and £ are two sub-
categories with |Z| = |€] = |C| such that

- 7 is a partial order, and

- every arrow f in C can be factored uniquely as f = ef;i; with ef € £ and
1y € 1.
The arrows of Z are called abstract inclusions, and the arrows of £ are called
abstract surjections. The abstract surjections of some inclusion systems need not
necessarily be surjective in the ordinary set-theoretic sense, take for example the
inclusion system for Set where each function is an abstract surjection and the
abstract inclusions are just the identities. An inclusion system (Z, &) is a epic
when all abstract surjections are epics.

In any category C with an inclusion system,

— A is a subobject of B if there exists an abstract inclusion A — B, and
— an object B is a quotient representation of A if there exists an abstract

surjection A — B. A quotient of A is an isomorphism class of quotient
representations.

The inclusion system is well-powered, respectively co-well-powered, if the class
of subobjects, respectively quotients, of each object is a set.

The category of models for a FOL-signature (S, F, P) admits two meaningful
epic inclusion systems which inherit the conventional inclusion system of the
category of sets and functions. Recall that a model homomorphism h: M — N
is closed when M, = h~1(N,) for each relation symbol 7 € P, and is strong

" In [15] the original definition of [26] is weakened to what they called ‘weak inclusion
systems’, which are in fact our inclusion systems.
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when h(M,) = N, for each relation symbol = € P. Also a submodel M of
a model N is the same with a model homomorphism M — N which is a set
inclusion for each sort s € S.

inclusion system abstract inclusion abstract surjection
closed closed submodels surjective homomorphisms
strong (plain) submodels strong surjective homomorphisms

Varieties and quasi-varieties. When C has small products a class of objects of
C closed under isomorphisms
- is a quasi-variety if it is closed under small products and subobjects, and
- is a variety if it is a quasi-variety closed under quotients.
A object A of C is reachable if and only if it has no proper® subobjects.
The following result links the possibility of free models for theories to the
quasi-variety property of the corresponding class of models. They generalise
classical results from universal algebra (see [33] and [42]).

Theorem 10. [54,20] Consider a semi-exact institution with pushouts of sig-
natures and with elementary diagrams such that for each signature it category of
models has an initial model, small products, and a co-well-powered epic inclusion
system. If the class of models of each presentation is a quasi-variety, then the
institution is liberal.

The following result extends the conclusion of Theorem 10 with its opposite
implication, thus obtaining an ‘if and only if’ characterisation of quasi-varieties.

Theorem 11. [54,20] Consider an institution with elementary diagrams such
that

- the category Mod(X) of X'-models has an initial object Ox, small products,
and a co-well-powered epic inclusion system for each signature X,

- all model reduct functors preserve the abstract inclusions and the abstract
surjections, and

- the model reduct functors corresponding to the elementary extensions reflect
identities.
Then each presentation has a reachable initial model if and only if the class of
models of each presentation is a quasi-variety.

Under a set of appropriate conditions, the following Quasi-Variety Theorem
holds in any institution.

Theorem 12. [55,16] A class of models is a quasi-variety if and only if it is
the class of models of a set of universal Horn sentences.

The Birkhoff Variety Theorem also holds an i-i framework (under a set of ap-
propriate conditions) when we abstract traditional ‘equations’ with representable
universal basic sentences (abbreviated RUB), which are universal quantifications
of basic sets of sentences by representable signature morphisms.

8 Subojects which are different of A.
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Theorem 13. [16] A class of models is a variety if and only if it is the class of
models of a set of RUB sentences.

6.3 General Birkhoff Axiomatizability

In FOL, a finer tuned version of the Quasi-Variety Theorem 12 says that

M =55 (PM), for each class M of models, where M* is the set of all Horn

sentences satisfied by all models of M, PM is the class of all products from

M and % M is the class of all closed sub-models of models from M. Simi-
larly, if instead we consider RUB sentences, cf. Variety Theorem 13 we have
that M == (% (PM))), where £ M s the class of all ‘quotients’ of models
from M.

The i-i concept of Birkhoff-style axiomatizable closure can be captured more
generally by the following concept. (Sig, Sen, Mod, =, F, B) is a Birkhoff institu-
tion [22] if and only if

— (Sig, Sen, Mod, =) is an institution such that the category of models Mod(X)

has small products and small directed colimits for each signature X' € [Sig],
— F is a class of filters with {{x}} € F, and
— By C |[Mod(X)| x |[Mod(X)] is a reflexive binary relation for each signature

X € |Sig]
such that
M** = B5H(FM)

for each signature X' and each class of X-models M C |[Mod(X)|, and where FM
is the class of all F-filtered products of models from M.°

The following is a rather short list of Birkhoff institutions obtained as sub-
institutions of (infinitary) FOL by varying the type of sentences and via various
well-known axiomatizability results:

institution B F

FOL = all ultrafilters
FOL ultraradicals all ultrafilters
PL = all ultrafilters
universal (quantifier-free) FOL sentences 5 all ultrafilters
universal FOL ., sentences 5 {{{*}}}
HCL,, 5 {{I}| I set}
HCL 5 all filters
universal FOL atoms & 5 {{I}| T set}
EQL e, Sy {{I}| I set}
VV (universal disjunctions of atoms) I<i, 5 all ultrafilters
VWeo (univ. infinitary disj. of atoms) 2o 5 {{{*}}}

V3 (universal-existential sentences) sandwiches ([12]) all ultrafilters.

9 The class of all filtered products of models modulo F for all filters F € F.
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where H, denote the class of surjective, Hy the class of strong surjective, H,
the class of closed surjective, S,, the class of inclusive, and S, the class of closed
inclusive model homomorphisms.

7 Interpolation

Generalised interpolation in institutions. Craig Interpolation, abbreviated CI,
is classically stated as follows: if p1 = po for two sentences, then there exists a
sentence p, called the interpolant of p; and po, that uses logical symbols that
appear both in p; and p2 and such that p; E p | p2.

An equivalent expression of the above property assumes p; |= p2 in the union
signature X1 U X, and asks for p to be in the intersection signature X1 N Xy,
where XY; is the signature of p;. If we naturally generalise the inclusion square

21Ny >
\ \
22 >21U22

to any commuting square of signature morphisms (1, 2,61, 62) like in Fig.1
and replace sentences p1, p2, and p with sets of sentences E1, Fo, and F, we get
the following form of CI: If 6, (E}) =5/ 02(E2), then there exists an interpolant
E C Sen(X) such that Fy =5, ¢1(F) and ¢2(F) 5, F2. A commuting square
satisfying the above property is called a Craig Interpolation square.

Notice that in a compact institution, if Es is finite, then the interpolant
E can be chosen to be finite too. The immediate consequence of this fact is
that in compact institutions having finite conjunctions, this CI formulation is
equivalent to the more classical single sentences formulation considering single
sentences rather than sets of sentences. In fact, it is the potential absence of
conjunctions which motivates the generalisation from single sentences to sets of
sentences.

In actual in institutions, in general, CI squares can be found among pushout
squares since these constitute the accurate generalisation of intersection-union
squares of signatures. While in the unsorted restriction of FOL all pushout
squares have CI, this is not the case for (many sorted) FOL. Also, in EQL and
HCL, not all pushout squares have CI. This hints that in actual institutions we
should expect CI to hold not for all pushout squares, but for a restricted class
of pushout squares. It is often convenient to capture such classes of CI squares
by restricting independently (1 and @2 to belong to certain classes of signature
morphisms. Therefore, for any classes of signature morphisms £, R, we say that
the institution has the Craig (£, R)-Interpolation [9,23] if each pushout square
of signature morphism of the form



Jewels of Institution-Independent Model Theory 87

is a Craig Interpolation square. The list below anticipates some of the most
representatives:

institution L R reference

unsorted FOL all all Cor. 5 or 6

FOL all injective on sorts Cor. 5 (via Thm. 15) or 6
FOL injective on sorts all Cor. 5 or 6

EQL, HCL all injective Cor. 4

Craig interpolation can be established in two major different ways, which
have rather complementary application domains, via Birkhoff-style axiomatiz-
ability properties of institutions, or via Robinson consistency.

7.1 Interpolation Via Birkhoff-Style Axiomatizability

For a functor C': I°P — Cat, let R = {R; C |Cy|?};¢|s| be a |I|-indexed binary
relation. We say (see [22]) that an arrow w: i — ' in I lifts R if and only if for
each M’ € |Cy| and N € |Cy, if (C,(M'), N) € R; then there exists N’ € |Cy |
such that Cy,(N') = N and (M’, N') € Ry.

Theorem 14. [22] In a Birkhoff institution (Sig, Sen, Mod, =, F, B), any weak
amalgamation square (@1, 2, 01,02) like in Fig.1 such that

- Mod(¢1) preserves products and directed colimits (of models), and

- g lifts B

is a Craig Interpolation square.

Regarding Theorem 14, CI is expected for weak amalgamation squares, which
are slightly more general than pushouts squares in semi-exact institutions. The
preservation of products and directed colimits by model reducts is easy in actual
institutions, in fact they are created. For example, the latter holds because of the
finiteness of the arities of the operation and relation symbols of the signatures.
On the other hand, the lifting condition is the only interesting one which sets
limits to CI in applications of Theorem 14.

Corollary 4. [22] For universal FOL and FOL, , sentences, HCL, HCL,
universal FOL atoms, EQL, YV, VYV, each pushout of signature morphisms
(p1, 02,01, 02) like in Fig.1 with @ injective, is a CI square.

Interpolation via Keisler-Shelah property. In situations when the meta-Birkhoff
axiomatizability is rather weak (in the sense that B is rather weakly defined), the
lifting condition (on 2) can be rather hard to establish. The cost is thus shifted
from the axiomatizability property to the lifting condition. A typical example is
given by FOL, regarded as a Birkhoff institution with B the elementary equiv-
alence relation =, and F the class of all ultrafilters (cf. Theorem 9). However
by invoking the rather powerful result that FOL is a Keisler-Shelah institution,
[50] provides a characterisation of elementary equivalence = strong enough for
supporting an easy applicability of Theorem 14, and which also leads to the
following corollary:
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Corollary 5. In FOL, any pushout square of signature morphisms
(¢1,p2,01,02) like in Fig.1 such that ¢o is injective on sorts is a Craig
Interpolation square.

7.2 Interpolation Via Consistency

A set of sentences E for a signature Y in an arbitrary institution is consis-
tent if it has models, i.e. E* is not empty. Consistency and interpolation are
related by the concept of ‘Robinson consistency’. A commuting square of sig-
nature morphisms (¢1, @2, 61,02) like in Fig.1 is a Robinson Consistency square
(abbreviated RC' square) if and only if every theories E; € Sen(X;), i € {1,2},
with ‘inter-consistent reducts’, i.e. o7 ' (E1) U, ' (Fs) is consistent, have ‘inter-
consistent X’-translations’, i.e. 61 (F1) U 02(FE2) is consistent.

Robinson Consistency in FOL is classically defined only for intersection-
union squares of signature morphisms, however, like for CI, this restriction is not
necessary. Notice also that in some institutions, usually those supporting strong
Birkhoff-style axiomatizability, such as equational logic EQL for example, RC
is a trivial property because each set of sentences is consistent.

Theorem 15. [51] In any institution with negation and finite conjunctions and
which is compact, each commuting square of signature morphisms is a Robinson
Consistency square if and only if it is a Craig Interpolation square.

A span of signature morphisms El<¢1 X W2>22 is said to lift isomor-
phisms [35] if for each X;-models M;, i € {1,2}, such that Mi[,, = Ms|,,,
there exists Y;-models N; such that M; = N; and Ny, = Nalo,.

A commutative square of signature morphisms (o1, 2, 61,62) like in Fig.1

lifts isomorphisms if the span 21<W1 X <p2>22 lifts isomorphisms.

Theorem 16. [35] Assume an institution such that

1. all model homomorphisms preserve satisfaction, i.e. if h: A — B and then
A* C B*,

2. it has pushouts of signatures and is weakly semi-exact on models,

3. it has elementary diagrams, denoted ¢,

4. it has universal quantification over signature morphisms of the forms tx(h)
and v5;(M) for each X-model homomorphism h: M — N,

5. it has w-colimits'® of models which are preserved by the model reduct func-
tors.

6. it has negation and finite conjunctions, and

7. it is compact.
Then any weak amalgamation square (¢1,p2,01,02) like in Fig.1 (and in par-
ticular any pushout square) which lifts isomorphisms is a Robinson Consistency
square (and by Theorem 15 a Craig interpolation square too).

10 Here w is the totally ordered set of the natural numbers.
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In the case of classical FOL interpolation, the institution considered by The-
orem 16 is F(FOL), the institution of the FOL elementary embeddings. Then,
only condition 4. might need more justification, the rest being easy (for example
5. is just Tarski’s Elementary Chain Theorem; see Theorem 5). Therefore, in the
case of 4., if the sets of the ‘empty’ sorts of signatures are finite, [35] shows that
quantification over ¢x(h) and tx (M) reduces to ordinary FOL quantification.
Also, it is easy to see that in FOL a span (¢1, ¢2) lifts isomorphisms iff either
one of ¢y or s is injective on sorts (see [35]).

Corollary 6. The pushout of a span 21<W1 X W2>22 of FOL signature
morphisms such that either 1 and @2 is injective on sorts is a Craig interpola-
tion square in FOL and FOL .

8 Definability

The classical definability problem in model theory can be formulated as follows:
for any FOL-signature (5, F, P), a new relation symbol 7 is ‘implicitly’ defined
by a theory F if and only if it is ‘explicitly’ defined by the same theory. w
is implicitly defined when the forgetful reduct Mod®%%((S, F, P & {r}),E) —
ModFOL(S, F, P) is injective, which in this case can be formulated in a more
syntactic but equivalent way as

EUE[r/7'] E(s,rpoiry (VX)(1(X) & 7'(X))

for any other new relation symbol 7" of the same arity and where E[r/7'] is the
copy of E with 7 replaced by 7/, while 7 is explicity defined if 7 can be ‘defined’
by a (S, F W X, P)-sentence E, i.e.

E Es,rpor)) (VX)(7(X) & Ex)

where X a string of variables matching the arity of .

Generalised definability in arbitrary institutions. Definability problem can be
naturally formulated at the level of abstraction of arbitrary institutions by ab-
stracting the situation of the signature inclusion (S, F, P) — (S, F, P W {7}) to
an arbitrary signature morphism.

Let ¢: X — X' be a signature morphism and E’ be a X’-theory. Then ¢

— is defined implicitly by E’ if the reduct functor Mod(X’, E’) — Mod(X) is
injective, and

— is defined (finitely) explicitly by E' if for each signature morphism 6: X~ —
X1, and each sentence p € Sen(X), there exists a (finite) set of sentences
E, C Sen(X,) such that

E' s (V0')(p < 01(Ep))
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where
]
X >3
0 0’
\ \
!
21 o1 > 21

is any pushout square of the span X< "y sy oof signature mor-
phisms.

Note that E, is a (finite) set of sentences rather than a single sentence as
in the classical formulations of definability. The explicit definability says that
the new part of X’ introduced by ¢ can be coded only by ‘symbols’ of Y. Al-
though these formulations coincide when the institution has conjunctions, the
set of sentences formulation gets the right concept of definability for institutions
without conjunctions, such as EQL, HCL, etc. This situation is very similar to
that of interpolation, where the concept of interpolant which is meaningful for
institutions not necessarily having conjunctions is given by a set of sentences
rather than by a single sentence.

One may define the concept of explicit definability such that the quantifica-
tion involved is admitted by the institution by requiring 6 to belong to a class
D of signature morphisms stable under pushouts such that the institution has
universal D-quantification. Because such condition would not affect the results
below, for the simplicity of presentation we prefer the unrestricted version of the
explicit definability with 6 any signature morphism.

Implicit definability contains the explicit definability. One of the most important
aspects of definability theory is to establish the relationship between implicit and
explicit definability. Although in classical model theory and in most of the ac-
tual institutions, explicit definability implies very easily implicit definability, the
abstract model theoretic framework shows this is in fact a conditioned prop-
erty holding for signature morphisms satisfying a certain condition which can be
formulated by relying upon model amalgamation and elementary diagrams.

In any semi-exact institution with elementary diagrams ¢, a signature mor-
phism @: X — X' is tight when for all X’-models M’ and N’ with a common -
reduct, M'®@ My = N'® Ny implies M’ = N’ (where M = M'[, = N'[, = N).

NN 3%

LE(M) 9/
v y

EM o1 >Ei

Consider the classical situation when ¢ is a signature morphism in FOL adding
one relation symbol 7. Then the only possible difference between M’ and N’
could only be found in the difference between M. and N.. But M. = {X |
M'® My b m(X)} = {X | N'® Ny = n(X)} = N},
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The situation of this example is quite symptomatic for most of the actual
institutions. M’ ® My is just the expansion of M’ interpreting the elements
of M by themselves. Therefore M’ ® My; = N’ ® Ny implies that each atom
in the extended signature is satisfied either by none or by both models, which
means that each symbol newly added by ¢ gets the same interpretation in M’
and N’. This argument holds in all actual institutions in which models interpret
the symbols of the signatures as sets and functions.

Corollary 7. [/9] A FOL signature morphism is tight if and only if it is sur-
jective on sorts.

Proposition 5. [49] In any semi-exact institution with elementary diagrams,
each tight signature morphism is defined implicitly whenever it is defined explic-
itly.

For the rest of this section we focus on what is usually considered to be
the ‘definability problem’ in model theory, i.e. the explicit contains the implicit
definability. A signature morphism ¢ has the (finite) definability property [49] iff
a theory defines ¢ (finitely) explicitly whenever it defines ¢ implicitly.

8.1 Definability Via Interpolation

Craig-Robinson interpolation. Let us strengthen the Craig interpolation prop-
erty by adding to the “primary” premises E; a set Iy (of Xs-sentences) as
“secondary” premises. In any institution, a commuting square of signature mor-
phisms (¢1, @2, 01, 02) like in Fig.1 is a Craig-Robinson Interpolation square (ab-
breviated CRI square) when for each set E; of X;-sentences, each sets Eo and
Iy of Xg-sentences, if 61(F1) U 63(I%) Exv 02(Es), then there exists a set E of
XY-sentences such that Ey Fx, ¢1(F) and Ih U p(F) Ex, Ea.

We can notice easily that any CRI square is also a CI square. The follow-
ing gives a sufficient condition when CI and CRI are equivalent interpolation
concepts.

Proposition 6. [29] If the institution has implications and is compact, a com-
muting square of signature morphisms is Craig-Robinson Interpolation square if
and only if is Craig Interpolation square.

The following can be regarded as the i-i generalisation of the Beth Definability
Theorem from classical model theory.

Theorem 17. [/9] In any semi-exact (compact) institution having Craig-
Robinson (L, R)-interpolation for classes L and R of signature morphisms which
are stable under pushouts, any signature morphism in LN'R has the (finite) de-
finability property.

By the interpolation results for FOL presented above (see Corollary 6) and
because tight signature morphisms in FOL are those which are surjective on the
sorts (Corollary 7), we get the following:
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Corollary 8. In FOL, any signature morphism which is injective on the sorts
has the finite definability property.

Moreover, the equivalence between implicit and explicit definability holds in
FOL for the signature morphisms which are bijective on the sorts.

8.2 Definability Via Axiomatizability

Definability Theorem 17 relies on Craig-Robinson interpolation, which does not
hold for institutions having strong axiomatizability properties, such as HCL and
EQL. In order to deal with such examples, [49] develops another definability
result which relies on axiomatizability properties and which can be applied to a
series of actual situations when Craig-Robinson interpolation fails.

The abstract Beth definability via axiomatizability relies on a ‘lifting’ con-
dition of the signature morphism. Given a family of relations R = {Ry C
IMod(X)| x [Mod(X)[} sejsig) indexed by the category of the signatures of an
institution, a signature morphism ¢: X — X' lifts weakly R iff for each X'-
model M’ and N, if (M'],, N'[,) € Rx then there exists P’ a p-expansion of
N'l, such that (M', P') € Rss. We may recall that the first (non-weakly) lifting
concept has been used by the interpolation Theorem 14. Notice that a signature
morphism lifts weakly a family of relations R whenever it lifts R.

However the result below uses the lifting condition in a reverse direction than
of Theorem 14.

Theorem 18. [{9] Consider a (compact) semi-exact Birkhoff institution
(Sig,Sen,Mod, |=, F,B) and a class S C Sig of signature morphisms which is
stable under pushouts and such that for each p € S

- lifts weakly B~', and

- Mod(p) preserves small products and directed colimits.
Then any signature morphism in S has the (finite) definability property.

The core technical condition which should be established in order to apply
Theorem 18 is, like for Theorem 14, the lifting condition on ¢. In the case of
FOL, this leads to the following.

Corollary 9. [/9] Any FOL signature morphism which is surjective on the sort
and operation symbols has the finite definability property in the institutions of
the universal Horn sentences, and has the definability property in the institutions
of universal sentences, of the universal infinitary sentences, and of the universal
infinitary Horn sentences.

Any FOL signature morphism which is bijective on the sort and operation
symbols and injective on the relation symbols has the finite definability property
in the institutions of the atomic sentences and of the equations, and has the
definability property in the institutions of VV and YV .
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9 Other Topics

Due to space constraints, we cannot present here all important topics of today
i-i model theory. Let us briefly mention here some of them which we could not
develop here.

Possible worlds semantics. This development [28] refers to the treatment of
modalities and their applications independently of the underlying logic. More
specifically, given a base institution with model amalgamation, on the semantics
side we internalise the concept of frame, and on the syntactic side we extend
the existing sentences with modalities. Our concept of frame is allowed to enjoy
a flexible degree of sharing which is modelled by the means of an institution
morphism from the base institution to a ‘domain’ institution. The extension of
modal sentences is based on our internal logic approach to logical connectives
and quantifiers. Then on top of the satisfaction relation of the base institution,
we define a modal satisfaction relation between frames and modal sentences.
This generates a new ‘modal’ institution on top of the base institution, and due
to the very mild conditions on the base institution, this ‘modalisation’ procedure
can applied to a wide variety of actual institutions.

By employing the institution-independent method of ultraproducts [28]
proves a fundamental preservation institution-independent result for modal sat-
isfaction, that each modal sentence is preserved by ultraproducts of frames.
Immediate consequences of this result includes compactness of possible worlds
semantics.

Grothendieck institutions. Grothendieck institutions [18] generalise the flatten-
ing Grothendieck construction from (indexed) categories to (indexed) institu-
tions. Regarded from a fibration theoretic angle, Grothendieck institutions are
institutions for which their category of signatures is fibred. On the one hand,
the actual institutions with many sorted signatures appear naturally as fibred
institutions determined by the fibrations given by the functor mapping each sig-
nature to its set of sort symbols. In this sense, fibred institutions can be regarded
as the reflection of the many sortedness phenomenon at the level of institution
theory. On the other hand, the Grothendieck construction on institution is more
adequate for modelling heterogeneous multi-logic environments. Any system of
institutions which are related by institution morphisms can be flattened by the
Grothendieck construction to a homogeneous institution, as has been done in
the case of CafeOBJ [25] or heterogenous specification with CASL extensions
[47]. In other words, this can be interpreted as putting together a system of
institutions into a single institution such that their individual identities and the
relationships between them are fully retained.

The Grothendieck construction on institutions can be done in two variants,
using institution morphisms like in [18] or using institution comorphisms like in
[46]. In the case when the institution morphisms or comorphisms correspond to
adjunction situations between the categories of signatures of the institutions, the
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morphism-based and comorphism-based Grothendieck institutions can be shown
isomorphic [47].

An important class of problems posed by the Grothendieck, or fibred, institu-
tions is that of lifting of model-theoretic properties from the ‘local’ level of index
institutions, or fibres, to the ‘global’ level of the Grothendieck, or fibred, insti-
tution. While [17] and [18] investigate the lifting of theory colimits, free models,
model amalgamation, inclusion systems, [23] solves the interpolation problem
for Grothendieck institutions.

Stratified institutions. They have been introduced by Marc Aiguier and Fabrice
Barbier (see [3]) in order to model valuations of variables or states of models.
Although it is possible to develop a great deal of model theory using this i-i
technique, its biggest promise seems to be for the problem of combinations of
logics, which is currently one of the most challenging problems.

Proof-theoretic aspects. Recently there has been a successful attempt to enrich
institutions with proof theoretic structure [48], not by amalgamation of the often
conflicting model theoretic culture of institutions and the proof theoretic culture
of type theory, but by an institutional proof theory from scratch by extending
categorical logic [37] to represent proof as arrows in categories of sentences.

The recent paper [24] introduces a concept of proof rules for institutions
and argues that the proof systems of the actual institutions with proofs are
freely generated by their presentations as systems of proof rules. It also shows
that proof-theoretic quantification, an institutional refinement of the (meta-)rule
of Generalisation from classical logic, can also be added freely to any proof
system. By applying these universal properties, [24] is able to provide some
general compactness results for proof systems and some general soundness results
for institutions with proofs.

Proof systems for institutional logic emerges as a very promising new area
with many interesting open questions.

10 Philosophical Roots

In this final section I would like to share with the interested readers some personal
reflections about some philosophical aspects of institutions from the perspective
of Tibetan Buddhism, a spiritual and philosophical tradition shared by the fa-
thers of institution theory, Joseph Goguen and Rod Burstall, and by the author
of this survey.

Institution theory is not only a mathematical theory. In fact, I think its
main value resides in its unique way to approach mathematical and computing
science phenomena. In my view, the institutional way can be seen as an effect of a
Buddhist (trained) mind and an application of Sunyata, the Buddhist Mahayana
perspective on reality.

The highest explanation of Sunyata has been developed by the Madhya-
maka Prasangika philosophical school which had started in the great Buddhist
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monastic university of Nalanda about 2000 years ago. Maybe the most promi-
nent philosophical figure of this school was Acharya Nagarjuna who wrote a
series of treaties consisting mainly of very sophisticated philosophical and logi-
cal arguments supporting the doctrine of Sunyata. The Madhyamaka Prasangika
philosophical viewpoint has been inherited and preserved to our days by all tra-
ditions of Tibetan Buddhism.

In brief, Sunyata means the emptiness of all phenomena, either mind or
matter, of an inherent nature. All phenomena thus arise on the basis of the
so-called ‘co-dependent origination’, which at a certain level can be thought
as a very profound distributed network of interdependencies. This view avoids
both extremes of eternalism (things posses an inherent nature) and of nihilism
(nothing exists), hence ‘Madhyamaka’ translated as ‘Middle Way’.

When applied to modern science, this offers a non-essentialist perspective.
While some branches of modern science, most notably quantum physics, res-
onates strongly to the Madhyamaka Prasangika explanation of reality in a rather
independent way (for the interested reader we recommend the recent survey [58]),
i-i methodology has been directly influenced by this philosophical perspective.

Sunyata also means a lack of reference point, a kind of groundless. Institu-
tions realize this in a very transparent way, because they truly transcede the
idea of commitment to particular logics. Moreover, concepts such as institution
(co)morphisms, which are central to institution theory, constitute efficient tech-
nical tools for understanding the immensely vast network of interdependencies
between logical systems. By contrast, the original abstract model theory pro-
gramme of Barwise and Feferman failed exactly because it was not based on
such groundless view on logic, still having classical logic as a reference point.

The rather intensive use of category theory for institutions, at various ways
and at various levels, is another illustration of the groundless aspect of institu-
tion theory. By emphasizing the relationships between objects rather than their
internal structure, category theory might be the single mathematical area which
realizes the principle of interdependency so close to its Buddhist meaning.

This philosophical viewpoint underlying institution theory is very intimately
connected to the feeling of elegance and clarity experienced when using the i-i
methodology, either in computing science or in model theory. Due to the space
limitations of this paper, we leave this discussion at this point, with the promise
to come back sometime with a full essay on the connections between Buddhism
and i-i thinking.
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Abstract. The Semantic Web (SW) is viewed as the next generation of the Web
that enables intelligent software agents to process and aggregate data autonomous-
ly. Ontology languages provide basic vocabularies to semantically markup data
on the SW. We have witnessed an increase of numbers of SW languages in the last
years. These languages, such as RDF, RDF Schema (RDFS), the OWL suite of
languages, the OWL™ suite, SWRL, are based on different semantics, such as the
RDFS-based, description logic-based, Datalog-based semantics. The relationship
among the various semantics poses a challenge for the SW community for mak-
ing the languages interoperable. Institutions provide a means of reasoning about
software specifications regardless of the logical system. This makes it an ideal
candidate to represent and reason about the various languages in the Semantic
Web. In this paper, we construct institutions for the SW languages and use insti-
tution morphisms to relate them. We show that RDF framework together with the
RDF serializations of SW languages form an indexed institution. This allows the
use of Grothendieck institutions to combine Web ontologies described in various
languages.

1 Introduction

The family of Semantic Web (SW) languages increased very much in the last years
and we guess it will continue to increase in the future. This is somehow surprising for
SW community and it contradicts the initial intentions of the SW creators. But it is
a reality and we have to live with it. This increase refers specially to the languages
describing Web ontologies. Here are several examples: OWL with its three dialects
(Lite, DL, and Full) [20], SWRL [15], SWRL FOL [21], DLP [12], OWL™ with its
three dialects (Lite—, DL, Full™) [5], WRL [1], and the list does not finish here. For
these languages, different definitions for their semantics were proposed in the literature:
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model-theoretic semantics [20,13], RDF based semantics [1,20], first-order logic based
semantics [15,21], frame logic semantics [5], Datalog semantics [5], Z semantics [8,18],
and so on. This gives rise to some confusions and debates about the meaning of the
hierarchy of SW languages as it has been illustrated in the well-known Tim Berners-
Lee’s “Semantic Web Stack” diagram (Fig. 1).

Rules Trust
Data Proof g
2
2 Data Logic g,,
desc-. Ontology vocabulary E
on
doc. RDF + rdfschema a

Unicode

Fig. 1. The Semantic Web stack of languages

In this paper we use the institution theory in order to investigate the exact relation-
ships among these languages.

The notion of institutions [10] was introduced to formalize the concept of “logi-
cal systems”. Institutions provide a means of reasoning about software specifications
regardless of the logical system. Hence, it serves as a natural candidate to study the
relationship among the various SW languages, as they are based on different logical
systems (semantics).

In this paper, we investigate the relationship among languages RDF [17], RDF
Schema [4], OWL suite [20], and OWL™ suite [5] by defining their respective insti-
tutions and relating these institutions using morphisms or comorphisms. A main ad-
vantage is a better understanding of the semantical relationship among the various SW
languages. Here we focus only on the RDF triple-based semantics. We show that RDF
framework (RDF and RDF Schema) together with RDF serializations of SW languages
form an indexed institution, and hence the whole framework can be organized as a
Grothendieck institution [7]. An interesting fact is that the construction of the indexed
institution is based on a diagram of RDF theories. We define a method of constructing
institutions starting from theories and then we extend it to diagrams of categories and
indexed institutions. We believe that we answer in this way the question regarding the
layering of SW languages [22]. Semantically, the “stack™ of SW languages depicted by
Berners-Lee is an indexed institution. This indexed institution produces a Grothendieck
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institution which offers a formal framework for combining ontologies written in various
languages. In this way, all SW languages can “live” together.

The rest of the paper is organized as follows. In Section 2, we briefly present the
background information on SW languages and institutions. In Section 3, we define the
institutions of (bare) RDF and RDF Schema languages. These institutions are used as
the basis on which one of the semantics for SW languages is constructed using a method
presented in Section 2. Section 4 is devoted to the construction of the institutions defin-
ing SW languages. In Section 5, we construct an indexed institution based on a diagram
of RDF theories and we show that the RDF-based semantics of SW languages can
be defined as institution comorphisms from these languages to the indexed institution.
Section 6 concludes the paper and discusses future work directions.
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2 Preliminaries

2.1 Semantic Web Languages

The Semantic Web is a vision as the new generation of the current World Wide Web
in which information is semantically marked-up so that intelligent software agents can
autonomously understand, process and aggregate data. This ability is realized through
the development of a “stack” of languages, as depicted by Berners-Lee in Fig. 1.

Based on mature technologies such as XML, Unicode and URI (Uniform Resource
Identifier), The Resource Description Framework (RDF) [17] is the foundation of later
languages in the SW. RDF is a model of metadata defining a mechanism for describing
resources that makes no assumptions about a particular application domain. It provides
a simple way to make statements about Web resources. An RDF document is a col-
lection of triples: statements of the form (subject, predicate, object), where subject is
the resource we are interested in, predicate specifies the property or characteristic of the
subject and object states the value of the property. This is the basic structure of the sub-
sequent ontology languages. RDF also defines vocabularies for constructing containers
such bags, sequences and lists.

RDF Schema [4] provides additional vocabularies for describing RDF documents. It
defines semantical entities such as Resource, Class, Property, Literal and various prop-
erties about these entities, such as subClassOf, domain, range, etc. In RDF Schema, Re-
source is the universe of description. It can be further categorized as classes, properties,
datatypes or literals. With these semantical constructs, RDF Schema can be regarded as
the basic ontology language.
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The Web resources are represented by full URIS, consisting of a prefix, representing
a namespace, and a name representing the actual resource that is being described. In its
full form, the prefix and the resource name are separated by a #. In shorthand form, the
prefix can be represented by a shorter name and it is separated from the actual name by
a colon (:), as the following example shows. After a resource has been introduced by an
rdf : ID construct (in shorthand form of the URI), it can be subsequently accessed and
augmented by the rdf : about constructs. When there is no possibility of confusion,
the prefix can be omitted (but not the separator #).

Example 1. The following RDF fragment defines an RDFS class Carnivore, which is a
sub class of Animal.

<rdfs:Class rdf:ID="Animal"/>

<rdfs:Class rdf:ID="Carnivore">
<rdfs:subClassOf rdf:resource=#Animal"/>

</rdfs:Class>

In this example, the namespace is the URI http://ex.com/animals. The full URI for the
class Animal is http://ex.com/animals#Animal.

The ability to organize and categorize domain knowledge is a necessity for software
agents to process and aggregate Web resources. Domain knowledge is usually organized
as inter-related conceptual entities in a hierarchy. The RDF language is not expressive
enough to tackle such complexity.

In 2003, W3C published a new ontology language, the Web Ontology Language
(OWL) [20]. Based on description logics and RDF Schema, the OWL suite consists
of three sublanguages: Lite, DL and Full, with increasing expressiveness. The three
sublanguages are meant for user groups with different requirements of expressiveness
and decidability. OWL Lite and DL are decidable whereas OWL Full is generally not.

By saying that an ontology language is decidable, it actually means that the core
reasoning problems, namely, concept subsumption, concept/ontology satisfiability and
instantiation checking, are decidable [16].

One of the major extensions of OWL over RDF Schema is the ability to define re-
strictions using existing classes and properties. By using restrictions, new classes can be
built incrementally. In OWL, conceptual entities are organized as classes in hierarchies.
Individuals are grouped under classes and are called instances of the classes. Classes,
properties and individuals can be related by properties.

Example 2. The following OWL fragment shows the definition of an object property
eats and a class carnivore, which is further defined as an animal that only eats animals.
This is achieved through the use of an allvValuesFromrestriction in OWL.

<owl:0bjectProperty rdf:ID="eats"/>
<owl:Class rdf:about="#Carnivore">
<rdfs:subClassOf>
<owl:Restriction><owl:allValuesFrom>
<owl:Class rdf:resource="#Animal" />
</owl:allvaluesFrom>
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<owl :onProperty>
<owl:0bjectProperty rdf:resource=
"http://ex.com/animals#eats" />
</owl:onProperty>
</owl:Restriction></rdfs:subClassOf>
</owl:Class>

The class Carnivore is defined to be a sub class of an OWL restriction that defines an
anonymous class which only eats Animals.

The OWL™ [5] suite of languages, namely Lite™, DL~ and Full™, is a restricted
variant of OWL languages. OWL Lite™ and DL~ are strict subsets of OWL Lite and DL
respectively and they can be directly translated into Datalog. According to [5], the main
advantages of the OWL™ include the following. Firstly, by translating OWL™ to Dat-
alog, highly efficient deductive database querying capabilities can be used; Secondly,
rules extension and query languages can be easily implemented on top of OWL ™.

In order to expand the expressiveness of SW languages, several rules extensions
have been proposed. SWRL [15] is a direct extension of OWL DL that incorporates
Horn-style rules. Among other things, it supports (universally quantified) variables and
built-in predicates/ functions for various data types.

On the contrary, the Web Rules Language (WRL) [1] is a rule-based ontology lan-
guage. Based on deductive databases and logic programming, it is designed to be com-
plementary to OWL, which is strong at checking subsumption relationships among con-
cepts. WRL focuses on checking instance data and the specification of and reasoning
about arbitrary rules. Moreover, WRL assumes a “Closed World Assumption”, whereas
OWL and SWRL assume an ”Open World Assumption”.

2.2 Institutions

Institutions supply a uniform way for structuring the theories in various logical systems.
Many logical systems have been proved to be institutions. Recent research showed that
institutions are useful in designing tools supporting verification over multiple logics.
The basic reference for institutions is [10]. A comprehensive overview on institutions
and their applications can be found in [6]. A well structured approach of the various
institution morphisms and many other recent constructions can be found in [11]. A
recent application of institutions in formalizing the information integration is given in
[9]. The Grothendieck institution construction we use in this paper follows the line from
[7]. The institutions use intensively category theory; we recommend [2] for a detailed
presentation of categories and their applications in computer science.

In this section we recall the main definitions for institutions and we introduce two
new constructions. The first is simple and it generalizes the notion of theoroidal comor-
phism by allowing to encode sentences from the source institution by conjunctions of
sentences in the target institution. The second is more complex and is used to construct
indexed institutions starting from diagrams of semantically constrained theories from
a basic institution. We use this construction to define the indexed institutions based on
RDF triples corresponding to SW languages.
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An institution is a quadruple & = (Sign, Mod, sen, |=), where Sign is a category
whose objects are called signatures, Mod : Sign®” — Cat is a functor which associates
with each signature ¥ a category whose objects are called X -models, sen is a functor
sen : Sign — Set which associates with each signature > a set whose elements are
called X-sentences, and |= is a function which associates with each signature ¥ a binary
relation =y C |Mod(X)| x sen(X), called satisfaction relation, such that for each
signature morphism ¢ : ¥ — ¥’ the satisfaction condition

Mod(¢°?)(M') s ¢ & M’ =51 é(p)

holds for each model M’ € Mod(X') and each sentence ¢ € sen(X). The functor
sen abstracts the way the sentences are constructed from signatures (vocabularies). The
functor Mod is defined over the opposite category Sign®” because a “translation be-
tween vocabularies” ¢ : ¥ — ¥’ defines a forgetful functor Mod(¢°?) : Mod(¥X') —
Mod(X) such that for each ¥’-model M’, Mod(¢°?)(M') is M’ viewed as a X-model.
The satisfaction condition may be read as “M’ satisfies the ¢-translation of ¢ iff M’,
viewed as a X-model, satisfies ¢”, i.e., the meaning of ¢ is not changed by the transla-
tion ¢.

We often use Sign(3), Mod(S3), sen(S), =g to denote the components of the insti-
tution &. If ¢ : ¥ — ¥’ is a signature morphism, then the >-model Mod(¢°?)(M’) is
also denoted by M'[, and we call it the ¢-reduct of M'. We also often write ¢ () for
Mod(9)(¢)-

If F is a set of X-sentences and M a ¥-model, then M = F denotes the fact that M/
satisfies all the sentences in F. Let F® denote the set F® = {¢ | (V M a X model) M =5
F = M =5 ¢}. A sentence ¢ is semantical consequence of F, we write F =5 ¢, iff
p e Fe.

A specification (presentation) is a way to represent the properties of a system inde-
pendent of model (= implementation). Formally, a specification is a pair (X, F), where
Y is a signature and F is a set of X-sentences. A (X, F)-model is a X-model M such
that M =y F. We sometimes write (X, F) = ¢ for F =5 ¢. A specification morphism
from (X, F) to (X', F’) is a signature morphism ¢ : ¥ — ¥’ such that ¢(F) C F’*. We
denote by Spec the category of the specifications. A theory is a specification (X, F) with
F = F*; the full subcategory of theories in Spec is denoted by Th. The inclusion func-
tor U : Th — Spec is an equivalence of categories, having a left-adjoint-left-inverse
F : Spec — Thgivenby F(X,F) = (¥, F*®) on objects and identity on morphisms.

Given an institution & = (Sign, Mod, sen, |=), the theoroidal institution S of &
is the institution 3™ = (Th, Mod™, sen™, =), where Mod™ is the extension of Mod
to theories, sen'™™ is sign;sen with sign : Th — Sign the functor which forgets the
sentences of a theory, and =" = [sign|; |=.

Let & = (Sign, Mod, sen, |=) and &' = (Sign’, Mod’, sen’, =’) be two institutions.
An institution morphism (@, 3, «) : & — S’ consists of?:

1. a functor @ : Sign — Sign’,

2. a natural transformation 3 : Mod = @°P;Mod’, i.e., a natural family of functors
Bs : Mod(X) — Mod'(#(X)), and

3. anatural transformation « : @;sen’ = sen, i.e., a natural family of functions oy :
sen’(P(X)) — sen(X),
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such that the following satisfaction condition holds:
M s as (@) iff Bz (M) Fps) ¢

for any Y-model M in & and &(X)-sentence ¢’ in . Usually, the institution mor-
phisms are used to express the embedding relationship. An example of institution mor-
phism s (&, 3, a) : S — & which express the embedding of 3'in 3*. & : Th — Sign
isgivenby &(L,F) =%, 5 : Mod™ = &°?: Mod is defined such that Bz, is the iden-
tity, and o : ®;sen = sen™ is defined such that a(x,F) is the identity.

An institution comorphism (D, 3, ) : & — ' consists of:

1. afunctor & : Sign — Sign’,

2. a natural transformation 3 : #°?;Mod’ = Mod, i.e., a natural family of functors
Bs : Mod'(#(X)) — Mod(X), and

3. a natural transformation « : sen = @;sen’, i.e., a natural family of functions oy :
sen(X)) — sen’ (®(X)),

such that the following satisfaction condition holds:

Br(M') s piff M' Fg(x) as/ ()

for any (X )-model M’ in & and X-sentence ¢ in . If Fy is surjective for each signa-
ture ¥, then we say that (@, 3, «) is conservative. Usually, the institution comorphisms
are used to express the representation (encoding) relationship. A simple example of co-
morphism is (@, 3, ) : & — ™, where @ : Sign — Th is given by (X)) = (X, 0),
B : &;:Mod™ = Mod is defined such that By is the identity, and « : sen = &;senth is
defined such that oy is the identity.

In many practical examples, we have to represent (encode) a sentence from the
source institution with a conjunction of sentences from the target institution. A simple
example is the representation of the equivalence o < ¢’ by the conjunction of two Horn
rules: o — ¢’ A ¢’ — . Hence the following construction. The conjunction extension
of G is the institution I = (Sign, Mod, sen”, =), where sen”(X) = sen(X)U{p1 A
Nk | o1, ok € sen(X)}, MOES piff M =y ¢ forall ¢ € sen(X), and
MEL o1 Ao AR iff M =5 ¢, fori =1,..., k. There is an institution morphism
(®,8,a) : I — $ expressing the embedding of S in 3. This embedding can also
be represented by a comorphism from S to 3.

An indexed category is a functor G : 1°? — Cat, where I is a category of indices.
The Grothendieck category G¥ of an indexed category G : 1°P — Cat has pairs (i, ¥),
with ¢ an object in I and X an objectin G(4), as objects, and (u, ) : (i, X) — (', X'),
withw : ¢ — ¢’ anarrowin [ and ¢ : ¥ — G(u)(X’) an arrow in G (%), as arrows.

The Grothendieck institution S% of an indexed institution I : 1°7 — Ins has

1. the Grothendieck category Sign# as its category of signatures, where Sign : [°? —
Cat is the indexed category of signatures of <; ,

2. Mod™ : (Sign™)°" — Cat as its model functor, where Mod” (i, ¥) = Mod*(X)
and Mod™ (u, ) = fg,;Mod' (¢);

3. sen” : Sign” — Set as its sentence functor, where sen” (i, ) = sen’(X); and

4. M ):?(%'i) @ iff M EL pforall i € |I|, X € [Sign'|, M € IMod# (4, ¥)|, and
¢ € sen” (i, X);
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where (i) = (Sign®, Mod", sen’, |=7) for each index i € |I| and S(u) = (¢*, 8%, a*)
for each index morphism u € I.

We show how a theory (X, Fy) and a model constraint can define an institution
(Z/o,?o). A model constraint is a map [| ], which associates a subcategory [, F]], C
Mod™ (%, F) with each theory (X, F), such that M’[s€ [X, FJ] forall ¢ : (X,F) —
(X',F) and M’ € [X',F']].. Moreover, a model constraint implies in fact a seman-
tical extension in the following sense. [¥,F]], C Mod™ (X, F) implies [, FI* 2
Mod™ (Z, F)*, where M®* denotes the set of sentences satisfied by all models in M.
In other words, in the presence of model constraints we can prove more properties. The
constraints defined in [10] are a particular case of model constraints when the subcate-

gory can be syntactically represented. The institution (Z/o,?o) is defined as follows:

1. the category of signatures is the comma category (X, Fo)|Th, where the objects
are theory morphisms f : (Xo,Fo) — (X,F), and the arrows ¢ : f — [/ are
consisting of theory morphisms ¢ : (X, F) — (X', F’) such that f;¢ = f’,

2. the model functor Mod(Z/o,?o) maps each signature f : (Xo,Fo) — (¥, F) into
the subcategory [X, F] _,

3. the sentence functor sen(Xo, Fy) maps a signature f : (X0, Fo) — (X, F) into the
set of 2 -sentences,

4. the satisfaction relation is defined by M |=¢ ¢ iff M |=5 .

Note that the model constraint is required only for theories (X, F) for that there exists a
theory morphism f : (o, Fo) — (X, F). We extend the above construction to diagrams
of theories and indexed institutions. Let D : I — Th be a diagram of theories and
([ I, | © € [1]) amodel constraint such that if « : 7 — j is an arrow in I, then M'[, €
[D(i)]; foreach M" € [[D(4)] ;. We denote D(i) by (£, Fi), i € [I[. I u:j — iis
an arrow in [ °P, then there is an institution morphism (@, 3, «) : (Z/J,?J) — (Z/“?z),
where

1. & maps a signature f : (¥;,F;) — (X, F) into the signature D(u);f : (¥;,F;) —
(X, F);

2. 8 : Mod(%;,F;) — &;(X;,F;) is as follows: if f : (¥;,F;) — (X, E) is a
signature in (Z/J,?J), then 3; is the identity because M [ [p(y) is a L;-model by
functoriality of Mod(<) and by the fact that D(u) and f are theory morphisms;

3. a: Pysen(X;, Fj) — (X4, F;) isas follows: if f : (X,,F;) — (X, E) is a signature
in (Z/JE), then ag () is identity.

The diagram D : I — Th together with the model constraint ([ ]|, | ¢ € |I|) produces
an indexed institution D : I°? — Ins, where Ins is the category of institutions and the
arrows are institution morphisms. We can define now the Grothendieck institution D#,
where

1. the category of signatures Sign(D7) is the Grothendieck construction Sign(D)#
corresponding to Sign(D) : I°P — Cat, which maps each index ¢ into Sign(X;, F;);
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2. the model functor Mod(D#) : Sign(D#) — Cat is g1ven by:
Mod(D#)((i, f : (£;,F;) — (X,F))) is Mod(Z,7 Fi)(f) (thatis equal to [X, F].),
and if (u,6) ¢ (i, f:(E0Fo) — (LF) = (G.f:(E;,F;) = (Z,F)), then

Mod(D#)((u, 6)) = By (u);Mod(Z:, F2)(¢), (B, 5,0) : (5;,F;) — (i Fa);

3. the sentence functor sen(D#) : Sign(D#) — Set is given by:
sen(D#)((i, f - (Z,, Fi.) — (X,F )) is sen(ﬁ)(f) (thatis equal to sen($) (X)),
and if (u, ) : (i, f (L,F,) — LF) = (.f + (5;,F;) — T',F)), then
Sen(D#)(< ¢>) (Zw Fl)(¢)’a ( ) Where( 7ﬁ7 a) : (Zj7 Fj) - (Zi> Fi);

4. if f : (Z;,Fi) — (I,F), M € Mod(D#)((i,f)) and ¢ € sen(D#)((i,f)), then
M =iy piff M [=f .

This construction will be used to formalize the RDF triple-based logics underlying SW
languages. For instance, it is useful to combine ontologies described in various SW
languages.

3 RDF and RDF Schema Logics

In this section, we define the institutions for the languages RDF and RDF Schema.
The construction of these institutions is divided into three steps. Firstly, we construct a
bare-bone institution for RDF logic, capturing only the very essential concepts in RDF,
namely the resource references and the triples format. This logic then serves as the basis
on which the institutions of the actual RDF and RDF Schema are constructed. In turn,
the institutions defined in this section serve to define the RDF serialization of ontology
languages defined in Section 4.

3.1 Bare RDF Logic BRDF

As introduced in Section 2.1, the Resource Description Framework (RDF) is the foun-
dation language of the Semantic Web and all upper layer languages are based on it.
Hence, they are all based on the syntax defined in RDF, which is, the triples format.
Together with the use of URI for resource referencing, these two features of the RDF
language are common to all other languages. Hence, we extract them from RDF lan-
guage and define an institution, the bare RDF logic BRDF.

Example 3. Since resource references are the only signatures in BRDF, any triple will
be part of the sentences. As BRDF is a bare-bone RDF institution, it does not define
the XML serialization presented in the previous two examples. Therefore, we will use
the informal syntax in this example. Note that the separator # is replaced by a : in this
notation. The following triple is a legal sentence in BRDF, stating that carnivores eat
animals.

(animals:Carnivore, animals:eats, animals:Animal)
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The Bare RDF logic BRDF is a bare-bone institution with resource references as the
only signatures. The sentences are triples. BRDF is not expressive at all. We use it as
a basis upon which we develop the Grothendieck institution of the triples-based logics
underlying SW languages.

A signature RR in BRDF is a set of resource references. A signature morphism ¢ :
RR — RR'is an arrow in Set. The RR-sentences are triples of the form (sn, pn, on),
where sn, pn, on € RR. Usually, sn is for subject name, pn is for property (predicate)
name, and on is for object name. RR-models I are tuples I = ( Ry, Py, Sy, exty), where
Ry is a set of resources, Py is a subset of Ry (P; C Ry) - the set of properties, Sy :
RR — Ry is a mapping function that maps each resource reference to some resource,
and ext; : P — P(Ry x Ry) is an extension function mapping each property to a
set of pairs of resources that it relates. An RR-homomorphism 4 : I — T’ between
two RR-models is a function h : Ry — Ry such that h(P;) C Py, S;;h = Sy, and
ext;;P(h x h) = h|p ;exty. The satisfaction is defined as follows:

I =rr (sn,pn, on) iff (Si(sn), Si(on)) € exti(Si(pn)),

that (sn, pn, on) is satisfied if and only if the pair consisting of the resources associated
with the subject name sn and the object name on is in the extension of pn.
In order to simplify the notation, we often write exty(pn) instead of ext;(Sy(pn)).

3.2 RDF Logic RDF

The RDF logic RDF is constructed with BRDF as the basis. The addition in RDF is the
built-in vocabularies of the RDF language and the semantics of these language con-
structs. Hence, as shown below, we denote the signatures of RDF using theories, which
consist of these built-in vocabularies and sentences giving them semantics. We also add
some weak model constraints. More precisely, RDF is defined using the construction we
defined in Section 2.2 starting from a theory RDF and a model constraint [ [ ;5.

The RDF theory is RDF = (RDFVoc, Tgpr), wWhere the RDF vocabulary RDFVoc
includes the following items:

rdf:type, rdf:Property, rdf:value,

rdf:Statement, rdf:subject, rdf:predicate, rdf:object,
rdf:List, rdf:first, rdf:rest, rdf:nil,

rdf:Seq, rdf:Bag, rdf:Alt, rdf:_1 rdf:_2

and Txpr consists of triples expressing properties of the vocabulary symbols:

rdf:type, rdf:type, rdf:Property),
rdf:subject, rdf:type, rdf:Property),
rdf :predicate, rdf:type, rdf:Property),
rdf:object, rdf:type, rdf:Property),
rdf:value, rdf:type, rdf:Property),
rdf:first, rdf:type, rdf:Property),
rdf:rest, rdf:type, rdf:Property),
rdf:nil, rdf:type, rdf:List),

rdf:_1, rdf:type, rdf:Property),
rdf:_2, rdf:type, rdf:Property),
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Note that the above vocabularies such as rdf: type are all shorthands of legal
URISs, as described in Section 2. All the above triples are self explanatory. For instance,
the triple (rdf:value, rdf:type, rdf:Property) states that rdf:value
is a property.

We suppose that there is a given set Rrpr of RDF resources and a function Sgpy :
RDFVoc — Rppr which associates a resource with each RDF symbol. It is easy to see
that Rrpr and Sgpr can be extended to an RDF-model RDF.

For each theory such that there is a theory morphism f : RDF — (RR, T), we
consider the model constraint [RR, T),,. as consisting of those (RR, T')-models I
such that

RDF

— Ryincludes Rgpr and the restriction of Sy to RDFVoc coincides with Sgpr,
- if p € Py, then (p, Sj(rdf:Property)) € exty(rdf:type).

Since f is a theory morphism, the restriction of I to RDFVoc is an RDF-model. We denote
by RDF the institution defined by the theory RDF together with the model constraint
[ Jip using the method presented in Section 2.2.

—

If we denote by ((),?) the institution defined by the theory (0, ) and the model

—

constraint [RR, T], = Mod(BRDF)"(RR, T'), then BRDF is isomorphic to (0, )

o . —~  _——th
and we have the institution morphisms RDF — BRDF — BRDF.

3.3 The RDF Schema Logic RDFS

RDF Schema defines additional language constructs for the RDF language. It expands
the expressiveness of RDF by introducing the concept of universe of resources (rdfs: -
Resource), the classification mechanism (rdfs:Class) and a set of properties that
relate them (rdfs:subClassOf, rdfs:domain, rdfs:range). Hence, it is nat-
ural for the RDFS institution RDFS to be developed on top of RDF, with some more
model constraints added to capture the semantics of RDFS language constructs.

Example 4. Example 1 defines the sub class relationship between two RDF Schema
classes. In the shorthand, it can be represented in the informal syntax as follows.

(animals:Carnivore, rdfs:subClassOf, animals:Animal)

The RDF Schema theory RDFS = (RDFSVoc, Trprsvoc) is composed of the RDF
Schema vocabulary RDFSVoc including RDFVoc together with

rdfs:domain, rdfs:range, rdfs:Resource,
rdfs:Literal, rdfs:Datatype, rdfs:Class,
rdfs:subClassOf, rdfs:subPropertyOf, rdfs:member,
rdfs:Container, rdfs:ContainerMembershipProperty

and the sentences Txprs including Trprs together the triples setting the properties of the
new symbols (for the whole list of triples see [13]):

(rdf:type, rdfs:domain, rdfs:Resource),
(rdfs:domain, rdfs:domain, rdf:Property),
(rdfs:range, rdfs:domain, rdf:Property),



110 Dorel Lucanu, Yuan Fang Li, and Jin Song Dong

(rdfs:subPropertyOf, rdfs:domain, rdf:Property),
(rdfs:subClassOf, rdfs:domain, rdfs:Class),

(rdf:type, rdfs:range, rdfs:Class),
(rdfs:domain, rdfs:range, rdfs:Class),
(rdfs:range, rdfs:range, rdfs:Class),
(rdfs:subPropertyOf, rdfs:range, rdf:Property),
(rdfs:subClassOf, rdfs:range, rdfs:Class),

We suppose that there is a given set Rrprs of RDF Schema resources and a func-
tion Srprs : RDFSVoc — Rpprs Which associates a resource with each RDF Schema
symbol and that satisfies Srprs|gpryec = SRDF-

For each theory such that there is a theory morphisms f : RDFS — (RR, T'), we
define the model constraint [RR, T, ., obtained by strengthening [RR, T, with
the following conditions. If I € [RR, T then:

RDFS?

Ry includes Rrprs and the restriction of Sy to RDFSVoc coincides with Sgrprs
exty(rdfs:Resource) = Ry
(Vz,y,u,v: Ry)(z,y) € exty(rdfs:domain) A (u,v) € exty(z) =

u € exty(y)
(Vz,y,u,v: Ry)(z,y) € extr(rdfs:range) A (u,v) € exty(z) =

v € extr(y)
Va,y: Rp)(z,y) € exty(rdfs:subClass0f) = exty(z) C exty(y)
Vz : exty(rdf:Class))(x, Sj(rdfs:Resource)) € exty(rdfs:subClass0f))
Va,y: Rr)(z,y) € exty(rdfs:subProperty0f) = extr(z) C extr(y)
Vz : exty(rdfs:ContainerMembershipProperty))

(z, Sp(rdfs:member)) € exty(rdfs:subProperty0f)

(
(
(
(

In other words, [ ]|, gives the intended semantics to syntactic constructions such as
domain, range, subClassOf, subPropertyOf, etc.

We denote by RDFS the institution such that RDFS — RDF is the indexed institution
produced by the diagram RDF — RDFS together with the model constraint [ ]|, ...
We have the theory morphisms (inclusions) (#,() — RDF — RDFS and [ ]|, C
[ lrpr € [ lgprs- We can formalize now the logics underlying RDF framework
as the Grothendieck institution defined by the indexed institution:

— — _—~_th —
RDFS ~ RDF -~ BRDF . ™ BRDF
(610)

4 Semantic Web Logics

A number of ontology languages have been proposed in the past years. These include
the OWL suite of languages, the OWL™ suite of languages, OWL Flight, etc. They
are all based on RDF and RDFS but imposes different restrictions on the usage of
RDF(S) language constructs. Hence, their expressiveness is different. In this section,
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we construct institutions in an RDF(S)-independent way for some of these languages
and inter-relate them using institution morphisms. Then we relate them to RDF(S) by
exhibiting the comorphisms defining the RDF serializations. These institutions are in-
crementally constructed using the same pattern. Therefore we present more details only
for the first (smallest) one.

4.1 OWL Lite~ Logic OWLLite

OWL Lite™ [5] is a proper subset of OWL Lite (see the next subsection) that can be
translated in Datalog. It is obtained from OWL Lite by removing those features con-
sidered hard to reason about. OWL Lite™ is the lightest dialect of SW languages and
therefore we start with it. We denote by OWLLIite the institution of the ontology lan-
guage OWL Lite™.

Example 5. The class subsumption relationship is allowed in OWL Lite™ as long as
neither of the classes is either top (T, the super class of all classes) or bottom (L, the
sub class of all classes, i.e., the empty class). Moreover, allValuesFromrestrictions
like that mentioned in Example 2 is also allowed in OWL Lite™. Hence, Example 2 is
also an OWL Lite™ fragment.

The signatures of OWLLite are triples ¥ = (CN, PN, IN), where CN is a set of
class names, PN is a set of individual property names, and IN is a set of individual
names. We assume that CN, PN, and IN are pairwise disjoint. A signature morphism
¢ : X — Y'is afunction ¢ : CN U PN UIN — CN’'U PN’ U IN' such that
@(CN) C CN', ¢(PN) C PN’, (IN) C IN', where X' = (CN', PN’ IN").

A Y-model I consists of (Ry, Sy, exty), where Ry is a set of resources, Sy : CN U
PN U IN — Ry is a map such that Sj(CN), S(PN) and S(IN) are pairwise disjoint,
and exty is a map associating a subset of Ry with each class name cn € CN, and a subset
of Ry x Ry with each property name pn. A X-homomorphism % : T — I’ between two
Y-models is a function h : Ry — Ry such that Sp;h = Sy, exty| ;P (h) = exty| oy
and exty| pp; P(h X h) = exty | py .

For class expressions and ¥ -sentences we use a more compact notation:

Res ::= restriction(pn allValuesFromen) |

restriction(pnminCardinality(0))

C:=cn| Res

S :=Class(cnpartialCy...Cy) | Class(cn completecny ... cny) |
EquivalentClasses(cng ... cny) |
ObjectProperty(pn super(pny)...super(pny)) |
pn.domain(cny ... cny) | pn.range(cny ... cng) | pn.inverse0f(pny) |
pn.Symmetric | pn.Transitive |
SubProperty(pny png) | EquivalentProperties(pny ... png) |
Individual(in type(cny)...type(cnk)) | in.value(pn ing)
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The semantics of expressions is given by:

extj(restriction(pn allValuesFrom cn)) =
{z | (Vy)(z,y) € exti(pn) = y € extr(cn)
extr(restriction(pnminCardinality(0))) =

{z | #{y | (z,y) € extu(pn)}) = 0}

The satisfaction relation between OWL Lite™ >-models I and OWL Lite™ X-sen-
tences is defined as it is intuitively suggested by syntax. For instance, we have:
I =5 Class(cnpartialCy...Cy) iff exty(en) C extr(cny) N--- Nexty(cny)
I =5y ObjectProperty(pn super(pn)...super(pny)) iff
exty(pn) Cexty(pny) N--- Nexty(pny)
I =5 pn.domain(cng ... cng) iff domexty(pn) C exty(eng) M-+ Nextr(enyg)
I =y SubProperty(pny png) iff exty(pni) C exty(png)
I =y Individual(in type(cny) ... type(eny)) iff Si(in)€exty(cng)N- - -Nexty(cng)
I =5 in.value(pn ing) iff (Sp(in), Si(in1)) € exty(pn)

4.2 OWL Lite Logic OWLLite

OWL Lite is the least expressive species of the OWL suite. It is obtained by imposing
some constraints on OWL Full. These constraints include, for example, that the sets
of classes, properties and individuals are mutually disjoint; that min and max cardinal-
ity restrictions can only be applied on numbers O and 1; that value restrictions such
as allvaluesFrom and someValuesFrom can only be applied to named classes.
Compared with OWL Lite™, OWL Lite is more expressive since it removes some con-
straints that are imposed on the latter. The details are discussed in the following. We

denote by Ome the institution of OWL Lite.

Example 6. For example, OWL Lite™ does not support the relationship between OWL
individuals, namely sameAs and differentFrom, whereas these features are pre-
sent in OWL Lite. Suppose that we have two URI references for carnivores carl and
car2, which are actually referring to the same animal. We use the following code
fragment to represent this piece of knowledge:

<animals:Carnivore rdf:ID="carl"/>
<animals:Carnivore rdf:ID="car2"/>
<animals rdf:about="#carl>
<owl :sameAs rdf:resource="http://ex.com/animals#car2/>
</animals>

OWLLIte is obtained from OWLLIite by replacing the definition of expressions with

Res ::= restriction(pn allValuesFromcn) |
restriction(pn someValuesFromen) |
restriction(pnminCardinality(n)) |
restriction(pnmaxCardinality(n))

C ::= c¢n | owl:Thing | owl:Nothing | Res
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where n € {0, 1}, and adding the following sentences:

pn.Functional | pn.InverseFunctional |

SameIndividual(ing,...,in;) | DifferentIndividuals(ing,..., ing)
The semantics of the new expressions is as follows:

extr(owl:Thing) is a subset of Ry s.t. (V¥ ¢cn € CN)exty(cn) C extr(owl:Thing),
exty(owl:Nothing) = 0),
exty(restriction(pn someValuesFromen)) =

{z| y)(z,y) € extr(pn) A y € exty(cn)},
exty(restriction(pnminCardinality(1)cn)) =

{z [ #{y [ (z,y) € exts(pn)} > 1},
exty(restriction(pnmaxCardinality(1)cn)) =

{z [#{y | (z,y) € extz(pn)} < 1}.

The satisfaction of the new sentences is intuitive and straightforward and we omit its
formal definition.

— L —

—_—
Proposition 1. There is a conservative comorphism from OWLLIite to OWLLIte.

4.3 OWL DL~ Logic owLDesLog

OWL DL~ [5] is an extension of OWL Lite™ and a subset of OWL DL (see the next
subsection) which can also be translated in Datalog. We denote by OW@LOQ the
institution of OWL DL ™. Compared to OWL Lite~, OWL DL~ allows additional lan-
guage constructs value, someValuesFrom and oneOf, albeit that the latter two
are only allowed as the first argument of subClassOf (left hand side).

Example 7. In OWL DL™, the value restriction not present in OWL Lite™ is allowed
in OWL DL . This restriction constructs a class that for a given property, each of whose
instances must have (among others) a particular individual as the value mapped by this
property. Suppose that we want to model the fact that the ancestor of all humans is
Adam (among all his/her other ancestors), assuming that we have defined an individual
Adam and a property hasAncestor. Here is the definition in OWL DL .

<owl:Class rdf:ID="Human">
<rdfs:subClassOf><owl:Restriction>
<owl :onProperty rdf:resource="#hasAncestor"/>
<owl:hasValue rdf:resource="#Adam"/>
</owl:Restriction></rdfs:subClassOf>
</owl:Class>



114 Dorel Lucanu, Yuan Fang Li, and Jin Song Dong

owﬁ@md is obtained from OWLLite by replacing the definition of expres-
sions with

C == c¢n | Res | intersection0f(Cy,...,C,)
Lhs D =:=C | Lhs Res|union0f(Lhs D,...,Lhs D) | oneOf(iny,...,int)
Rhs D ::=C | Rhs Res
Res ::= restriction(pn value(in))
Lhs Res ::= Res | restriction(pn someValuesFrom(Lhs D))
| restriction(pnminCardinality(1))
Rhs Res ::= Res | restriction(pn allValuesFrom(Rhs D))

and replacing the class-related sentences with the following:

Class (¢cnpartial Rhs D) | Class (cn complete(C) |
EquivalentClass(Cy,...,Cy) | subClass0f(Lhs D, Rhs D)

Note the use of class expressions instead of named classes. Lhs D and Rhs D repre-
sent class descriptions that can only appear in the left hand side and right hand side of
the subClassOf sentence, respectively.

The semantics of the value restriction is extj(restriction(pn valuein)) = {z |
(z,S1(in)) € extr(pn)}. The semantics of the other expressions and the satisfaction
relation for the new sentences are defined as expected.

— L — —
Proposition 2. There is a conservative comorphism from OWLLite to OWLDesLOg .

4.4 OWL DL Logic owLDesLog

OWL DL is the main ontology language of the OWL suite. It is more expressive than
OWL Lite yet still decidable. It relaxes some constraints imposed on OWL Lite and
allows more language constructs to describe classes and properties. Still, classes, prop-
erties and individuals are mutually disjoint in OWL DL. We denote by OWI@LOQ the
institution of OWL DL. Compared to OWL DL™, OWL DL adds a number of language
features, such as enumerated class, disjointness classes, functional property, etc.

Example 8. The class Cont inents defines the continents of the Earth, namely Africa,
Antarctica, Asia, Australia, Europe, North America and South America. As this class
only contains these 7 instances, it is natural to use an enumeration to define it.

<owl:Class rdf:ID="Continents">
<owl:oneOf rdf:parseType="Collection">
<owl:Thing rdf:about="#Africa"/>
<owl:Thing rdf:about="#Antarctica"/>
<owl:Thing rdf:about="#Asia"/>
<owl:Thing rdf:about="#Australia"/>
<owl:Thing rdf:about="#Europe"/>
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<owl:Thing rdf:about="#North America"/>
<owl:Thing rdf:about="#South America"/>
</owl:oneOf>
</owl:Class>

OW@LOQ is obtained from OWLLite replacing the definition of expressions with

Res ::= restriction(pn valuein) |

restriction(pn allValuesFrom C)
pn someValuesFrom C) |

)

restriction(pnmaxCardinality(n))

restriction

~ A~ =

|

)
restriction(pnminCardinality(n)
)

|

|

C ::= c¢n | owl:Thing | owl:Nothing | Res
intersection0£f(Cy,...,Cx) | union0£(Cy,...,Cyk) |
complement0f(C) | one0f(iny, ..., ink)

and adding the following sentences:

EnumeratedClass(cn ing, ..., ing) | SubClass0£(Cy,Cs) |
DisjointClasses(Cy,..., Cy) | EquivalentClasses(Cy,...,Cs) |
pn.domain(Cy ...Cg) | pn.range(Cy ...Ck) |

Individual(in type(Ci),...,type(Ck)) | in.value(pny iny)

The semantics of the new expressions and the satisfaction relation for the new sentences
are defined as expected.

—_ —_—
Proposition 3. a) There is a conservative comorphism from OWLLIite fo OWLDeSLOg.

b) There is a conservative comorphism from OW@LOQ7 to OW@LOQ.

4.5 OWL Full Logic OWLEull

OWL Full adds a number of features on top of OWL DL and also removes some re-
strictions. The vocabulary no longer needs to be separated. This means an identifier can
denote a class, an individual and/or a property at the same time.

Let X be a name denoting a class and a property in the same ontology ¥ =
((CN,PN,IN),F),ie., X € CNNPN,andletIbea (X,F)-model. For the moment,
we denote with X:CN the occurrence of X as a class and with X:PN the occurrence
of X as a property. We have Sp(X:CN) = Si(X:PN) = Si(X), extg(X:CN) C Ry,
and ext;(X:PN) C Ry x Ry. Since X denotes just one entity, we relate the two sets
by means of a bijection rdefi(X) : exty(X:PN) — exty(X:CN). We may think that
rdefy(X)(ri, r2) is the URL address where the pair (71, 72) is defined as an instance
of exty(X:PN). If X denotes a class (property) and an individual, then its meaning as
an individual is given by Sj(X) and its meaning as class (property) is exty(X).

Also, keywords of the language can be used in place of classes, properties and
individuals, and restrictions. For instance, we may assume that subClassOf and
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subPropertyOf are in PN. Then for X, Y denoting both classes and properties,
we have subClassOf (X, V) iff SubPropertyOf(X, Y); this is semantically ex-
pressed by (Sp(X:CN), Si(Y:CN)) € extr(SubClassO0f) iff (Si(X:PN), Si(Y:PN))
€ exty(SubProperty0xf).

We skip the formal definition of OWL Full here. The new features are added in a
similar way to other languages. In the definition of the signatures we remove the re-
striction as the sets CN, PN, IN to be pairwise disjoint. The corresponding restriction
from the definition of models is also removed.

The original definition of OWL Full [20] is given directly over RDF Schema. Here
we refer an RDF independent definition for OWL Full. The fact that OWL Full is built
over RDF Schema is given by the following result.

— —— th
Proposition 4. There is a conservative comorphism from RDFS to OWLFull .

It is easy to see that we cannot embed RDFS in OW@LOQ. For instance, triples
like (rdf:type, rdf:type, rdf:Property) cannot be encoded in OWLDESLOg but can
be expressed as a sentence in OWLFUII.

If (X, F) is an ontology in OWL DL, then, syntactically, it is also an ontology in

OWL Full. However, the class of (X, F)-models in OWLFull is richer than that of
(X, F)-models in OWLDesLog. The reason is that in OWL Full we removed some
model constraints which are present in OWL DL. Hence we have the following result:

Proposition 5. There is not an embedding comorphism from OW@LOQ to OWLEUI.

The theorem above has a drastic consequence: it could be unsound to use OWL Full
reasoners for OWL DL ontologies. This is refereed in literature as inappropriate layer-
ing [5].

The relationships between SW logics are expressed by the following diagram:

- — co — —
OWLFuUll  OWLDesLog « OWLDesLOg
v v
&) o
— co e
OWLLIte « OWLLIte

—_— o — . . ”»

Between OWLFUll and OWLDesLog we can define only a “syntactical comorphism
. . . . - —_— . e

consisting of an inclusion functor Sign(OWLDesLog) — & : Sign(OWLFull) and a

— —_—
natural transformation « : ®;sen(OWLDesSLOg) — sen(OWLFull).

5 RDF Serialization of Semantic Web Logics

In this section, we define the RDF serialization of the SW languages discussed in the
previous section. In terms of institution theory, an RDF serialization is a comorphism
(encoding) from the source language to an institution built over an RDF theory as in
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Section 2.2. Since the corresponding theories are related by morphisms, we get an in-
dexed institution. This approach results in a much clearer understanding of the relation-
ship among the various languages, as is shown at the end of the section.

5.1 RDF Serialization of OWL Lite™

We define the theory OWLLM = (OWLLMVoc, Tgyrin), Where OWLLMVoc is RDFSVoc to-
gether with an enumerable set of anonymous names and the symbols

owl:allValuesFrom, owl:Class, owl:equivalentClass,
owl:equivalentProperty, owl:hasValue, owl:inverseOf,
owl:minCardinality, owl:0ObjectProperty,
owl:SymmetricProperty, owl:TransitiveProperty,
owl:Restriction, owl:onProperty,

owl:allValuesFrom, owl:hasValue,owl:minCardinality

and TOWLLM is defined as TOWLLM = TRDFS U

{

owl:Class, rdfs:subClassOf, rdf:Class),
owl:allValuesFrom, rdf:type, rdf:Property),
owl:allValuesFrom, rdfs:domain, rdf:Property),
owl:equivalentProperties, rdf:type, rdf:Property),
owl:equivalentProperties, rdfs:domain, rdf:Property),
owl:equivalentProperties, rdfs:subPropertyOf,
rdfs:subPropertyOf),
(owl:0ObjectProperty, rdf:type, rdfs:Class),
(owl:inverseOf, rdf:type, rdf:Property),

}

The anonymous names are used in translating OWL sentences into conjunctions of
triples [20]. As for RDF and RDF Schema, we suppose that there is a given set RowLLm
of OWL Lite™ resources and a function Sgwriym : OWLLMVoc — RgwrLy Which asso-
ciates a resource to each OWL Lite™ symbol, and satisfies Sowrim|gprsyoc = ORDFS-

For each theory such that there is a theory morphisms f : OWLLM — (RR, T),
we define the model constraint [RR, T, ,,, Obtained by strengthening [RR, T
with the following conditions. If T € [RR, T7] then:

RDFS

OWLLM

Ryincludes Rowrim and the restriction of Sy to OWLLMVoc coincides with SgwrLy-
exty(owl:Class) Nexty(owl:0bjectProperty) = ()
(Vz,y)(x,owl:Class) € exty(rdf:type) A (y,z) € extr(rdf:type) =
((y,owl:Class) ¢ extr(rdf:type)) A
((y, rdf:Property) ¢ exti(rdf:type))
(Vz,y)(x,y) € exty(owl:iequivalentClass) =
(z, S1(owl:Class)) € exty(rdf:type) A
(y, Si(owl:Class)) € exty(rdf:type) A extr(z) = extr(y)
(Vu,w,v)(w, Si(owl:Restriction)) € exty(rdf:type) A
(w, u) € exty(owl:onProperty) A (w,v) € exty(xowl:allValuesFrom) =
extr(w) = {z | (z,y) € extr(u) = y € exty(v)}
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- (Vu,v,w)(w, Si(owl:Restriction)) € extr(rdf:type) A
(w,u) € extr(owl:onProperty) A (w,v) € extr(owl:hasValue) =
exti(w) = {z | (z,v) € extr(u)}
- (Vu,w,y)(w, Si(owl:Restriction)) € exty(rdf:type) A
(w, u) € exty(owl:onProperty) A (w,0) € extj(owlminCardinality) =
exti(w) = {z | #({(z,y) € extz(u)}) > 0
- Vv, w,z,y)(z,y) € extr(owl:inverse0f) =
(z, S1(owl:0bjectProperty)) € extj(rdf:type) A
(y, St(owl:0bjectProperty)) € exty(rdf:type) A
(w,v) €exti(z) & (v, w) € extr(y)
- (Vu,z,y)(u, Si(owl:SymmetricProperty)) € exty(rdf:type) A
(z,y) € extr(u) = (y, ) € exty(u)
- (Vu,z,y, 2z)(u, S(owl:TransitiveProperty)) € exty(rdf:type) A
(z,y) € exti(z) A (y, 2) € extr(z) = (z,2) € exty(z)
- (Vz,y)(z,y) € extr(owl:equivalentProperty) =
(z, Si(rdf:Property)) € exty(rdf:type) A
(y, Si(rdf:Property)) € extr(rdf:type) A extr(z) = exty(y)

The second and the third conditions say that the vocabulary is separated: a resource can-
not be a class, an individual and/or a property at the same time. The last three conditions
give the intended meaning of the symmetric property, transitive property, and equiva-
lent property, respectively. The other conditions give semantics to the new syntactical
constructions. We denote by OWLLM the institution generated by the theory OWLLM and

the model constraint [ ], using the method presented in Section 2.2.

Proposition 6. There is a conservative comorphism (D, 3, o) from OWLLIte to
_——_th
(OWLLM )"

Here is a brief description of the comorphism given by Proposition 6.
& : Sign(OwLLite ) — Sign((GWLLH')") is defined as follows. If £ = (CN, PN, IN)
is an OWL Lite™ signature, then ¢(¥) is ¥ : OWLLM — (RR, T), where RR =
OWLLMVoc U CN U PN U IN, and T includes Toyy together with:
a triple (¢n, rdf:type, owl:Class) for each cn € CN,
a triple (pn, rdf:type, owl:0bjectProperty) for each pn € PN, and
a triple (in, rdf:type, rdf:Resource) for each in € IN.
B : ®:;Mod((GWLLM)") = Mod(OWLLite ) is defined as follows. If I’ is a &(E)-
model, then 5 (I') = I, where Ry = Ry, Si(name) = Sy (name) for each name €
CN U PN U IN, exty(pn) = exty (pn), and
extr(en) = {z | (z, Sr(cn)) € exty (rdf:type)}.
a: sen(Oﬁe ) = & s.en((lﬁllﬁ’[t )") is given such that aiy associates with each
OWL Lite™ syntactical construction a set (conjunction) of triples similar to that defined
in [20]. If X is an OWL Lite™-signature and M a ¥ -model, then M can be extended
to ¢(X)-model by giving semantics to symbols in OWLLMVoc according to triples in
TDWLLM~
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5.2 RDF Serialization of OWL Lite

We define the theory OWLL = (OWLLVoc, Toy11), Where OWLLVoc is OWLLMVoc together
with
owl:Thing, owl:Nothing, owl:FunctionalProperty,

owl :SameIndividual, DifferentIndividuals, owl:someValues,
owl :maxCardinality

and TOWLL is defined as TDWLL = TOWLLM U

{

(owl:Thing, rdf:type, rdfs:Class),

(owl:Nothing, rdf:type, rdfs:Class),

(owl:FunctionalProperty, rdf:type, rdfs:Class),

(owl:InverseFunctionalProperty, rdf:type, rdfs:Class),

(owl:InverseFunctionalProperty, rdfs:subClassOf,
owl:0ObjectProperty),

(owl:sameAs, rdf:type, rdf:Property),

}

As for OWL Lite™, we suppose that there is given a set Rgwry of RDF Schema
resources and a function Sgwrr : OWLL — Rgwrr Which associates a resource to each
OWL Lite symbol, and satisfies SowLL |gyriuyoc = SOWLLM-

For each theory such that there is a theory morphisms f : OWLL — (RR, T) we de-
fine the model constraint [RR, T, obtained by strengthening [RR, T'] with
the following conditions. If I € [RR, T then:

OWLLM
OWLL?

— Ryincludes Rgwiy, and the restriction of Sy to OWLLVoc coincides with Sgwrr.
— [ satisfies the restrictions expressing the intended meaning of the new features.

We denote by OWLL the institution generated by the theory OWLL and the model con-

straint [ [, using the method presented in Section 2.2.

_—~—th

Theorem 1. There is a conservative comorphism from OWLLite to (OWLL )",

5.3 RDF Serialization of OWL DL

We define the theory OWLDLM = (OWLDLMVoc, Toyrpin), Where the vocabulary
OWLDLMVoc is OWLLMVoc together with

owl:SubClassOf, owl:intersectionOf, owl:unionOf, owl:oneOf,
owl:someValues, owl:hasValue

and TDWLDLM is defined as TDWLDLM = TDWLLM U

{

(owl:intersectionOf, rdf:type, rdf:Property),
(owl:unionOf, rdf:type, rdf:Property),

(owl:oneOf, rdf:type, rdf:Property),
(owl:oneOf, rdfs:range, rdf:List),
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As usual, we suppose that there is a given set Rowrpry of RDF Schema resources
and a function SgwrLpLyv : OWLDLM — Rowrprm Which associates a resource to each
OWL DL~ symbol, and satisfies Sowr.nLm|gyrruyoc = SOWLLM-

For each theory such that there is a theory morphisms f : OWLDLM — (RR, T') we
define the model constraint [RR, T, ., Obtained by strengthening [RR, T
with the following conditions. If T € [RR, T7] then:

OWLLM

OWLDLM

— Ryincludes RowiprLy and the restriction of Sy to OWLDLMVoc is SowLpLM-
— [ satisfies the restrictions expressing the intended meaning of the new features.

We denote by OWLDLM the institution generated by the theory OWLDLM and the model

constraint [ [| ., Using the method presented in Section 2.2.

— - _—_th
Theorem 2. There is a conservative comorphism from OWLDesLog fo (OWLDLM )",

5.4 RDF Serialization of OWL DL

We define the theory OWLDL = (OWLDLVoc, Toyrpr), Wwhere OWLDLVoc is OWLLVoc to-
gether with

owl :DepricatedClass, owl:DisjointClasses, owl:SubClassOf,
owl :Functional, owl:InverseFunctional, owl:Transitive,
owl:SameIndividual, DifferentIndividuals, owl:someValues,
owl:Thing, owl:Nothing,

owl:intersectionOf, owl:unionOf, owl:complementOf,
owl:oneOf, owl:someValues, owl:hasValue, owl:maxCardinality

and TDWLDL is defined as TDWLDL = TDWLL U

{
(owl:intersectionOf, rdf:type, rdf:Property),
(owl:intersectionOf, rdfs:domain, owl:Class),
(owl:equivalentClass, rdf:type, rdf:Property),
(owl:disjointWith, rdf:type, rdf:Property),

}

As usual, we suppose that there is given a set Rowrpr, of RDF Schema resources
and a function SgpwrLpr : OWLDL — Rgwrpr, which associates a resource to each OWL
DL symbol, and satisfies SowrLpim| gy yee = SOWLL-

For each theory such that there is a morphisms f : OWLDL — (RR, T') we define
the model constraint [RR, T, Obtained by strengthening [RR, T with the
following conditions. If T € [[RR, T then:

OWLDL”?

OWLL

— Ryincludes Rowipr and the restriction of Sy to OWLDLVoc coincides with Sgwipi-
— [ satisfies the restrictions expressing the intended meaning of the new features.

We denote by OWLDL the institution generated by the theory OWLDL and the model con-

straint [ [, using the method presented in Section 2.2.

_— _—th
Theorem 3. There is a conservative comorphism from OWLDesLog fo (OWLDL )".
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5.5 RDF Serialization of OWL Full

The theory OWLF = (OWLFVoc, Toyrr) is defined as follows. The vocabulary OWLFVoc
includes OWLDLVoc and the symbols corresponding to the new features. Similarly, ToyLr
includes Toypr together with triples restricting the use of the new symbols as intended
and triples expressing the equality of the parts of the OWL universe with their analogues
in RDF Schema.

RowLr and Sowir are defined as usual. The model constraint || ]| includes:

OWLF

— The restriction corresponding to Rowrr and SowLr-

— Restrictions expressing the intended meaning of all the features.

— Restrictions that force the parts of the OWL universe to be the same as their ana-
logues in RDF.

The vocabulary separation restriction is not included in [ ], -

— _—~_th
Theorem 4. There is a conservative comorphism from OWLFUIl ro (OWLF ).

5.6 Summing Up

All institutions we defined in this paper and their relationships are represented in Figure
2. The lower side includes the RDF indexed institution and it gives the semantics for
RDF layer in the Berners-Lee’s stack. It is worth to note that all arrows are institution
morphisms; hence we may define the semantics of the layer as being the Grothendieck
institution defined by this indexed institution. The upper side includes the institutions
corresponding to the SW languages and their relationships expressed as comorphisms.
The Grothendieck institution defined by this indexed institution gives the semantics
for ontology layer. The semantics of the layering of web ontology languages on the
RDF framework is given by a comorphism of Grothendieck institutions. Note that the
embedding of RDF Schema in OWL Full is not a component of this comorphism.

6 Conclusion

The multitude of languages causes certain confusion in the Semantic Web community as
they are based on different formalisms (description logics, Datalog, RDF Schema, etc.).
A careful and thorough investigation of the relationship among the various languages
will certainly reveal subtle differences among them.

Institutions and institution morphisms were developed to capture the notion of “log-
ical systems” and relate software systems regardless of the underlying logical system.
Hence, it is natural to use institutions to represent the various Semantic Web languages
(including RDF and RDF Schema) and study their relationship using institution mor-
phism.

In this paper, based on RDF(S), we define indexed institutions for RDF framework
layer and ontology layer. An overall relationship among all these languages can be
seen in Fig. 2. The figure shows that the institution approach can precisely capture the
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Ontology
——— th co —_— — co — _
OowWLFull < owLFull OWLDesSLOog =« OWLDesLOg
4 M Y layer
(2} (€5}
co
— co —
8 8 OWLLite < OWLLite
co
\ A\ A\
_——th _——th ——— th
co (OWLF )" (OWLDL )" » (OwLDLM )" 8
RDFS A’ a v
———th, A ———th A
(OWLL ) » (OWLLM )
layer
A A
— ———th A
RDFS < (RDFS )

Fig. 2. RDF serialization

relationship among the various languages. The work presented in this paper opens up a
new practical application domain for the institutions theory.

One future work direction is to further investigate the relationship of various on-
tology languages with regard to their respective underlying logical systems. Languages
such as the OWL suite (OWL Lite, DL and Full) are based on description logics and
they assume an “Open World Assumption”. On the other hand, languages such as OWL
Flight and WRL are based on logic programming and they assume a “Closed World
Assumption”. The interoperability of these kinds of languages has been intensively dis-
cussed but is still an open question. We believe institution theory can help to clarify
this issue by establishing links at the logical level. It is also of interest to investigate
the properties of the indexed institution like theory colimits, liberality, exactness, inclu-
sions, and how the design of tools for SW can benefit from these properties.
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Abstract. We propose to use Grothendieck institutions based on 2-
categorical diagrams as a basis for heterogeneous specification. We prove
a number of results about colimits and (some weak variants of) exact-
ness. This framework can also be used for obtaining proof systems for
heterogeneous theories involving institution semi-morphisms.

1 Introduction

“There is a population explosion among the logical systems used in com-
puter science. Examples include first order logic, equational logic, Horn
clause logic, higher order logic, infinitary logic, dynamic logic, intuition-
istic logic, order-sorted logic, and temporal logic; moreover, there is a
tendency for each theorem prover to have its own idiosyncratic logical
system. We introduce the concept of institution to formalize the informal
notion of ’logical system’.” [10]

This famous quote from Joseph Goguen’s and Rod Burstall’s seminal paper
introducing institutions lead, in its consequences, also to the introduction of
Grothendieck institutions by R&zvan Diaconescu [5], which provide the semantic
basis for heterogeneous specifications, i.e. the involvement of a multitude of
logical systems within a single specification.

While the properties of Grothendieck institutions and their interaction with
colimits, exactness, liberality, Craig interpolation etc. is well-studied now (cf. the
forthcoming book [4]), the present theory of Grothendieck institutions still does
not answer certain practical problems. During the development of the heteroge-
neous tool set (HETS) [15,17], a parsing, static analysis and proof management
tool for heterogeneous specifications, we have encountered the following prob-
lems:

— often there is a plethora of possible translations between two given institu-
tions, making choice difficult for the user;

— often premises for theorems about Grothendieck institutions do not hold for
some of the institution involved — however, failure of a premise just for one
institution usually destroys applicability of a theorem,;

— also, the premises needed for institution (co)morphisms do not hold in all
cases;

K. Futatsugi et al. (Eds.): Goguen Festschrift, LNCS 4060, pp. 124-149, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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— finally, this means that the applicability of theorem proving for structured
specifications [2] is limited for Grothendieck institutions, and hence for het-
erogeneous specifications.

We introduce two ideas that may help solving these problems: the use of in-
stitutional 2-cells, and the weakening of exactness properties to quasi-exactness.
We prove a number of properties of these and discuss examples. Proofs can be
found in the appendix.

2 Institutions

Let CAT be the category of categories and functors.!
Definition 1. An institution I = (Sign, Sen, Mod, =) consists of

— a category Sign of signatures,

— a functor Sen: Sign — Set giving, for each signature X, the set of sen-
tences Sen(X), and for each signature morphism o: X — X', the sentence
translation map Sen(o): Sen(Y) — Sen(X’), where often Sen(o)(p) is
written as o (),

— a functor Mod: (Sign)°? — CAT giving, for each signature X, the cate-
gory of models Mod(X), and for each signature morphism o: X — X', the
reduct functor Mod(c): Mod(X') — Mod(X), where often Mod(o)(M")
is written as M'|,,

— a satisfaction relation Ex C |Mod(X)| x Sen(X) for each X € |Sign|,

such that for each o: X — X' in Sign the following satisfaction condition holds:

Mz o(p) & Ms s ¢
for each M' € [Mod(X')| and ¢ € Sen(X). O

Institutions can alternatively, and more succinctly, be characterized as func-
tors into a certain category of “twisted relations” [10], called “rooms” in [9]:
An institution room (S, M, =) consists of

— a set of S of sentences,
— a category M of models, and
— a satisfaction relation = C |[M| x S.

Rooms are connected via corridors (which model change of notation within

one logic, as well as translations between logics).
An institution corridor («, 3): (S1, M1, =1) — (S2, Ma, [=2) consists of

— a sentence translation function a: S1 — S3, and
— a model reduction functor §: My — My, such that

1 Strictly speaking, C.AT is not a category but only a so-called quasicategory, which
is a category that lives in a higher set-theoretic universe [11].
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My =2 alpr1) & B(Ma) F1 #1

holds for each My € |[Ma| and each p; € Sy (satisfaction condition).
Now, an institution can equivalently be defined to be just a functor I: Sign —
InsRoom (where Sign is the category of signatures).

Ezxample 2. The institution FOL= of many-sorted first-order logic with equal-
ity. Signatures are many-sorted first-order signatures, i.e. many-sorted algebraic
signatures enriched with predicate symbols with arities. Signature morphisms
map signature symbols in a coherent way. Models are many-sorted first-order
structures, and model morphisms are standard algebra homomorphisms that
preserve the holding of predicates. Model (morphism) reduction is done by re-
naming model (morphism) components. Sentences are first-order formulas, and
sentence translation means replacement of the translated symbols. Satisfaction
is the usual satisfaction of a first-order sentence in a first-order structure. ad

Ezxample 3. The institution Eq~ of equational logic is the restriction of FOL™
to signatures without predicates, and (universally quantified) equations as the
only sentences. a

Example 4. The institution PFOL™ of partial first-order logic with equality.
Signatures are many-sorted first-order signatures enriched by partial function
symbols. Models are many-sorted partial first-order structures. Sentences are
first-order formulas containing existential equations, strong equations, defined-
ness statements and predicate applications as atomic formulas. Satisfaction is
defined using total valuations of variables, while valuation of terms is partial
due to the existence of partial functions. An existential equation holds if both
sides are defined and equal, whereas a strong equation also holds if both sides
are undefined. A definedness statement holds if the term is defined. A predicate
application holds if the terms contained in it are defined, and the correspond-
ing tuple of values is in the interpretation of the predicate. This is extended to
first-order formulas as usual. Moreover, signature morphisms, model reductions
and sentence translations are defined like in FOL=. O

Ezxample 5. The CASL institution extends PFOL~ with subsorting and induc-
tion (for datatypes), see [14,3] for details. CASL has, among others, a modal logic
extension MODALCASL [15] and a coalgebraic extension COCASL [18]. O

Ezample 6. There is an institution PLNG of a programming language [21]. Tt
is built over an algebra of built-in data types and operations of a programming
language. Signatures are given as function (functional procedure) headings; sen-
tences are function bodies; and models are maps that for each function symbol,
assign a computation (either diverging, or yielding a result) to any sequence of
actual parameters. A model satisfies a sentence iff it assigns to each sequence
of parameters the computation of the function body as given by the sentence.
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Hence, sentences determine particular functions in the model uniquely. Finally,
signature morphisms, model reductions and sentence translations are defined
similarly to those in FOL™. a

Institution morphisms [10,7] relate two given institutions. A typical situation
is that an institution morphism expresses the fact that a “larger” institution is
built upon a “smaller” institution by projecting the “larger” institution onto
the “smaller” one. Dually, institution comorphisms [7] typically express that an
institution is included, or encoded into another one.

Using the notation of institutions as functors, given institutions I;: Sign; —
InsRoom and I5: Sign, — InsRoom, an institution morphism (¥, p): Iy — I
consists of a functor ¥: Sign, — Sign, and a natural transformation p: Ioo¥ —
I;. (Alternatively, we split u into two natural transformations, denoted by « and
(). By contrast, an institution comorphism (@, p): I — I5 counsists of a functor
&: Sign, — Sign, and a natural transformation p: Iy — Iy o W.

Together with obvious identities and composition, this gives us the cate-
gory Ins (Colns) of institutions and institution (co)morphisms. An institution
semi-(co)morphism is like an institution (co)morphism, but without the sentence
translation component (and hence also without the satisfaction condition).

Ezxample 7. There is an institution morphism going from first-order logic with
equality to equational logic. A first-order signature is translated to an algebraic
signature by just forgetting the set of predicate symbols; similarly, a first-order
model is turned into an algebra by forgetting the predicates. Sentence translation
is just inclusion of equations into first-order sentences. ad

Ezxample 8. There is an institution semi-morphism toCASL from PLNG to CASL
[21]. Tt extracts an algebraic signature with partial operations out of a PLNG-
signature by adding the signature of built-in data types and operations of the
programming language. For any function declared, any PLNG-model determines
its computations on given arguments, from which we can extract a partial func-
tion that maps any sequence of arguments to the result of the computation (if
any). These are used to expand the built-in algebra of data types and opera-
tions of the programming language with an interpretation for the extra function
names in the signature obtained. ad

Ezxample 9. There is an institution comorphism going from equational logic to
first-order logic with equality. An algebraic signature is translated to a first-
order signature by just taking the set of predicate symbols to be empty. Sentence
translation is just inclusion of equations into first-order sentences. A first-order
model with empty set of predicates is translated by just considering it as an
algebra. a

Ezxample 10. Similarly, there are obvious inclusion comorphisms from CASL to
MobpALCASL and CoCASL, see [15]. O
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Ezxample 11. Define an institution comorphism going from partial first-order
logic with equality to first-order logic with equality as follows: A partial first-
order signature is translated to a total one by encoding each partial function
symbol as a total one, plus a (new) unary predicate D (“definedness”) and a
(new) function symbol L (“undefined”) for each sort (this means that 1 and
D are heavily overloaded). Furthermore, we add axioms? stating that D does
not hold on L, and that (encoded) total functions preserve (“totality”) and re-
flect (“strictness”) D, while partial functions only reflect D (and the holding of
predicates implies D to hold on the arguments). Sentence translation is done by
replacing all partial function symbols by the total functions symbols encoding
them, replacing strong equations ¢ = u by (D(¢) V D(u)) = t = u, existence
equations by conjunctions of the equation and the definedness (using D) of one
of the sides of the equation, replacing definedness with D, and leaving predicate
symbols as they are. For a given total model of the translated signature, we
just take as carriers of the partial model the interpretations of the definedness
predicates in the total model, while the total functions are restricted to these
new carriers, yielding partial functions. a

3 Institution (Co)Morphism Modifications

A typical experience with using the heterogeneous tool set [15,17] is the following:
for some specification, you want to prove a theorem, and hence want to see
a list of its possible translations (along (co)comorphisms) into tool-supported
institutions. Now even with a small diagram of institutions, the list can become
quite large, because also composites should be shown (see Fig. 1 for a menu of
such translations). Now such lists generally bear a lot of redundancy, since two
different translation paths, though differing as (co)morphisms, lead to essentially
same results, as the following example shows:

Ezxample 12. There are two ways to go from equational logic to first-order logic:
one is the obvious subinstitution comorphism p; from Example 9, the other one
is the composition ps of the obvious subinstitution comorphism from equational
logic to partial first-order logic composed with the encoding of partial first-order
logic into first-order logic from Example 11.% These comorphisms are different: py
adds some (superfluous) coding of partiality. Yet, for e.g. the purpose of re-using
proof tools, p; and ps are essentially the same.

In this context, the notion of modification helps.

In order to ensure that the difference between two translations really is
inessential, a crucial property of modifications is that they do not lead to identi-
fications of different sentence or model translation maps. Hence, we strengthen
the original notion from [5] to discrete modifications:

2 Hence, strictly speaking, this comorphism is a so-called simple theoroidal one, see
[19] for details.

3 Actually, since the latter is a simple theoroidal comorphism, we should take both to
end in FOL'", the institution of FOL-theories.
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|| CASLZCOCASL : CASL -+ COCASL

|easizesprasy < cAsL - Cspras

CASLPHASCASL : CASL -» HASCASL

CASLZisabelleHOL : CASL - Isabelle

|| CASLZ Mol : CASL -» Modal

|| CASLZPCFOL : CABL -+ CASL

PCFOLPFOL : CASL -+ CASL

CASLPCoCASL ; CoCASL IsabelinHOL : CASL -» Isabelle

| CASLZCap CASLICIpCASLZMadal : CASL -+ Modal

|| CASLZMas CASL: Has CASLZ Has CASL : CASL -» HasCASL

|| CASLE M CASL o CASLE Harskl : CASL -+ Haskel

CABLZ MOt MOSAZ CASL | CASL -» CASL

CASLPPCFOLCASLI COCASL ; CASL -» CoCASL

CASLZPCFOLICASL2CapCASL & CASL -+ CapCASL

CASLZPCTOL:CASLZHasCASL : CASL -» HasCASL

CASLZPCFOLCASLZModal © CAFL -» Modal

CASLZPCFOLPCFOLZFOL ; CASL -» CABL

|| PEFOLZFOL;CASLE COCASL © CASL -» CaCASL

PCFOLZFOLCASLZ CapCASL : CASL -+ CapCASL

PCFOLEFOLCASL2ZHus CASL : CASL -» HasCASL

PCFOLIFOLCASLE IalielleHOL © CASL -» Isubetie

PCFOLIFOLCASL Mo : CASL -» Modal

PCFOLIFOLCASLIPCROL © CASL -» CASL

CASL2Cap CASLICEpCAS L2 Modal; Modal2 CASL © CASL -» CASL
Has CASL : CASL -» Hinskell

I CF 2 CASL -» fsabeie
CASLY Modal; Modal? CASL CARLICOCASE § CASL - CaCASL
CASLZ Modal Modal2 CASLICASL2 CRpCASL © CASL -» CspCASL
CASLZModal; Modal? CASL:CASLZ Has CASL © CASL -» HaxCASL
ASLIPCFOL { CASL -» CASL
|| EASLZPCFOLCASLZCOCASL o CASLZ SabelicHOL @ CASL -+ Isabelle
CARLFPCROLCASLE CapCAS ] CopCASL? Modal = CASL -» Modal

CASLZPCFOLICASLZHaS CASL:HAs CASLZHas CASL : CASL -- HasCASL

|| CASLZPLFOL:CASLE Has CASL Ha CAS LI Horskasl = CASL -» Paskall

| CAsLZPCROLCASLE MOBSIZCASL ; CASL -» CASL

|| CARLZPCFOLPCFOLZFOLCASLICOCASL | CASL -» COCASL
CASLPPCFOLPCFOL?] SLFCEpCASL ; CASL -» CxpCASL

|| CASLZPCFOLIPCrOL2 L2HasCASL | CASL -» HasCASL
||CASLZPCTOL:PCrOLZFOLCASLZ bsubelle HOL : CASL -» bsubelhe

|| CASLEPCFOLPCFOLZFOLICASLEMOa | CASL -+ Mudal

PCFOLFOLCASLE CoCASLC0 CASLZIsabelleHOL | CASL -» Isabetie
PCFOLEFOLCASLI CRpCASL CapCAS 7 Modal © CASL -» Modal
|[PCFOLZTOLICASLZ HAS CASLiHAS CASLZHas CASL 1 CASL -> HasCASL
|PEFOLENOL: CASLE Has CASL: Has CASLZ askel] < CASL -» Hashell
PCFOLEFOLCASLE Mudl; MostalZ CASL : CASL -» CABL

| PEFOLZFOLICASLZ PCROLCASLI CoGASL | CASL -» COCASL

|| PEFOLZFOL;CASLE PCFOLCARLPCSpCASL - CASL -» CspCASL
PCFOLZFOLCASLZ POFOLICASLZHASCASL § CASL -> HasCASL
PCFOLEFOLCASLEPLTOL CASLZ Modal : CASL -» Modal
CASLECopCASLICSPCASLE Mostil MOtai CASLCASLICOCASL : CASL -» CotASL
|| CABLE CapCAS L CSpTASLZ Mol MOgak CASLTATLZHASCASL & CASL -» HASCASL
|| CASLZ CRpCASL; CapCASLE Modlal Motal? CASL CASLE Modad © CASL -» Madal

Fig. 1. Dozens of translation possibilities for a CASL theory in HETS (from a
logic graph without comorphism modifications; using modifications, the number
of possible translations can be greatly reduced).

Definition 13. Given institution morphisms (¥, u): I — I and (&', p'): Iy —
I, a discrete institution morphism modification 6: (¥, ) — (¥’ 1) is just a
natural transformation 0:W — W' such that p = p' o (Iz - 0). Similarly, given
institution comorphisms (®,p): Iy — I and (P, p'): I; — Iz, a discrete insti-
tution comorphism modification 6: (D, p) — (&', p’) is a natural transformation
0: & — &' such that (Is-60)op=p'.

Together with obvious identities and compositions, modifications can serve as
2-cells, leading to 2-categories Ins and Colns. a

In [5,4], a weaker notion of institution morphism modification has been intro-
duced, involving an additional natural transformation on the side of the models.
We have not found this extra generality of practical use and hence work with the
above stronger notion of discrete modification. However, since we will not use
any non-discrete modification, we will omit the qualification of being discrete
henceforth.
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Ezxample 14. Consider the comorphisms from Example 12.

FOL
PFOL

The comorphism modification 6: p; — po is just the pointwise inclusion of an
algebraic signature viewed as first-order signature into the theory coding a partial
variant of that signature. ad

Modifications also interplay with amalgamation:

Definition 15. Let p = (®,0,08): 1 — Iz, p1 = (P1,01,61): 11 — J and
p2 = (P2, ag, B2): Is — J be three comorphisms. A lax triangle

I

I
of institution comorphisms and modifications is called (weakly) amalgamable, if

B
Mod" (5) <22 Mod” (1 (3))
Tﬁz TMod‘I(Q);)

B
Mod”2(%) N rod? (Po(X))

is a (weak) pullback for each signature ¥ € |Sign’|. O

4 Colimits in Hom-Categories

As a first result about the 2-categorical structure of Colns, we examine colimits
in the Hom-categories, which play a role for some results about the Grothendieck
construction (see Prop. 22 below):

Proposition 16. Given two institutions I and J, if J has pushouts of signa-
tures, then the Hom-category Colns(I, J) has pushouts as well. This generalizes
to arbitrary non-empty colimits of connected diagrams. a
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Note that initial objects in Hom-categories Colns(I,J) generally do not
exist: an initial comorphism from I to J would have to translate I-sentences to
J-sentences over the initial signature, thereby losing any specific reference to the
signature, which generally destroys the satisfaction condition.

The dual situation is better for initial objects:

Proposition 17. Given two institutions I and J, if J has an initial signature
with empty set of sentences and terminal model category, then the Hom-category
Ins(1,J) has an initial object. O

However, pushouts in Ins(7, J) seem to exist only under rather strong addi-
tional assumptions.
We hence prefer to work with comorphisms in the sequel.

5 Comorphism-Based Grothendieck Institutions

Grothendieck institutions have been introduced by Diaconescu [5] as a foun-
dation for heterogeneous specification. The basic data for comorphism-based
heterogeneous specification is a graph of institutions, comorphisms and modifi-
cations. Remember from Sect. 1 that the modifications are needed because we
want to express that certain compositions of comorphisms are the same. This
means that we need to specify both compositions and modifications. We hence
arrive at the following:

Definition 18. Given an indexr 2-category Ind, a 2-indexed coinstitution s
a 2-functor I: Ind* — Colns* into the 2-category of institutions, institution
comorphisms and institution comorphism modifications. a

A 2-indexed coinstitution can be flattened, using the so-called Grothendieck
construction. The basic idea here is that all signatures of all institutions are put
side by side, and a signature morphism in this large realm of signatures consists
of an intra-logic signature morphism plus an inter-logic translation (along some
logic comorphism). The other components (sentences, models, satisfaction) are
then defined in a straightforward way.

The Grothendieck construction for indexed institutions has been described
in [5]; we develop its dual here [13]. In an indexed coinstitution Z, we use the
notation Z¢ = (Sign’, Sen’, Mod’, |=%) for Z(i), (¥%,p%) for the comorphism
Z(d), and Z* for the modification Z(u).

Definition 19. Given a 2-indexed coinstitution Z: Ind® — Colns, define the
Grothendieck institution Z# as follows:

— signatures in % are pairs (i, X)), where i € |Ind| and X a signature in T,
— signature morphisms (d, o): (i, X1) — (4, X2) consist of a morphism d: j —
i € Ind and a signature morphism o: ®4(2) — Yo in 7,

composition is given by (da,02) o (dy,01) = (dy o da, o9 0 D% (07)),

— I#(i, ) = I(Y), and I#(d,0) = T (%) izj(éd(zl))% Ti (%) .

a

4 Ind* is the 2-categorical dual of Ind, where both 1-cells and 2-cells are reversed.
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That is, the room Z# (i, X)) (consisting of sentences, models and satisfaction)
for a Grothendieck signature (i, X) is defined component-wise, while the corri-
dor for a Grothendieck signature morphism is obtained by composing the cor-
ridor given by the inter-institution comorphism with that given by the intra-
institution signature morphism. We also denote the Grothendieck institution by
(Sign#, Sen”, Mod™, =7).

While the comorphism based Grothendieck construction nearly satisfies all
of our needs, one problem remains. Sometimes, the Grothendieck construction
makes too many distinctions between signature morphisms (cf. Fig. 1). There-
fore, we use the institution comorphism modifications to obtain a congruence on
Grothendieck signature morphisms: the congruence is generated by

(d T4 0% (X)) — o4 X)) = (d,id: (%) — (X)) (1)

relating morphisms from (i, 2) to (j, #4(%)), for ¥ € [Sign’|, d,d': j —i € Ind,
and v : d = d € Ind. We will later examine what is really added by the

congruence closure. But first, let us state the following crucial property:

Proposition 20. = is contained in the kernel of T# (considered as a functor).
O

Let ¢7: Sign™ —>Sign#/z be the quotient functor induced by = (see [12]
for the definition of quotient category). Note that it is the identity on objects.
We easily obtain that the functor Z# factors through the quotient category
Sign” /= :

Corollary 21. 7#: Sign# — InsRoom leads to a quotient Grothendieck in-
stitution T# / =: Sign” /= — InsRoom. O

By abuse of notation, we denote Z# /= by (Sign#/z, Sen”, Mod™, 7).

When considering e.g. the comorphism going from partial first-order logic
PFOL~™ to first-order logic FOL™, and the composite comorphism going from
PFOL™ to CasL and then to FOL™, we end up in different comorphisms, which
are however related by a comorphism modification. The above identification
process in the Grothendieck institution now tells us that it does not matter
which way we choose.

In some cases, the congruence = can be described succinctly:

Proposition 22. Assume that Ind* has cocones for diagrams of 2-cells of shape
e ——> e <—— e thal are mapped to pushouts of 2-cells in Colns. Then the
congruence = defined above is explicitly given by

(dl,UoIg}) = (dg,aozg?)

for X € |Sign’|, d,dy,do: j —i € Ind, o:®*(X) — X' € Sign’ and u; : d =
di,us : d = dy € Ind. a
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Note that according to Prop. 16, under relatively mild assumptions, pushouts
of 2-cells in Colns exist. Hence, the assumption of Prop. 22 that Ind* has
cocones for diagrams of 2-cells of shape ¢ =——> ¢ <—= e that are mapped to
pushouts of 2-cells in Colns is quite realistic. In particular, it is possible to add

suitable cocones to Hom-categories in Ind* and interpret these as pushouts in
Colns.

6 Amalgamation and Exactness

The amalgamation property (called ‘exactness’ in [6]) is a major technical as-
sumption in the study of specification semantics [20] and is important in many
respects. It allows the computation of normal forms for specifications [1,2], and
it is a prerequisite for good behaviour w.r.t. parameterization, conservative ex-
tensions [6] and proof systems [16].

Definition 23. A cocone for a diagram in Sign is called (weakly) amalgamable
if it is mapped to a (weak) limit under Mod. I (or Mod) admits (finite) (weak)
amalgamation if (finite) colimit cocones are (weakly) amalgamable, i.e. if Mod
maps (finite) colimits to (weak) limits. This property is also called (weak) exact-
ness, while (weak) semi-exactness is its restriction to pushout diagrams. O

More generally, given a diagram D: J — Sign’, a family of models (M;)je)
is called D-consistent if My|pwsy = Mj for each §:j — k € J. A cocone
(¥, (15)je)g)) over the diagram in D:J — Sign’ is called weakly amalgamable
if for each D-consistent family of models (M});es|, there is a X-model M with
M]|,; = Mj (j € |J|). If this model is unique, the cocone is called amalgamable.

Proposition 24. An institution admits (weak) amalgamation iff each colimiting
cocone in the category of signatures is (weakly) amalgamable. a

A further weakening just requires the existence of weakly amalgamable co-
cones:

Definition 25. Call an institution I quasi-exact if for each diagram D:J —
SignI, there is some weakly amalgamable cocone over D. Quasi-semi-exactness
1s the restriction of this notion to diagrams of shape @ <—— e ——= e .

The importance of this definition lies in the fact that it

1. interacts quite nicely with heterogeneous specification (the property holds
for Grothendieck institutions under very mild and practically feasible as-
sumptions), and it

2. is a prerequisite for the (soundness and completeness of the) proof calculus
of development graphs [15,16].

The theory of amalgamation and exactness in Grothendieck institutions for
indexed institutions has been developed by Diaconescu [5]. Actually, the corre-
sponding theory for indexed coinstitutions turns out to be much simpler [13].
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Theorem 26. Let 7:Ind°® — Colns be an indexed coinstitution and K be
some small category such that

1. Ind is K-complete,

2. & is K-cocontinuous for each d:i—j € Ind, and

3. the indexzed category of signatures of I is locally K-cocomplete (the latter
meaning that Sign® is K -cocomplete for each i € |Ind)).

Then the signature category Sign# of the Grothendieck institution has K -colimits.
O

We cannot expect that this result directly carriers over to the quotient
Grothendieck institution, since quotients of categories generally do not inter-
act well with colimits. However, we can say something provided that we work
with a quotient of the index category Ind:

Proposition and Definition 27 Given a 2-category Ind, the relation of being
in the same connected component of a Hom-category defines a congruence = on
the objects of the Hom-categories, i.e. the morphisms of Ind. Ind/ = is the

corresponding quotient 1-category. a
Lemma 28. Given a 2-indexed coinstitution Z: Ind* — Colns, if (d2,01) =
(dy,02) in Sign™, then di = ds. O

Proposition 29. Assume that Ind* has cocones for diagrams of 2-cells of shape
e —— e <—— e thal are mapped to pushouts of 2-cells in Colns. Then the
congruence = in Ind defined above is explicitly given by di1:i—j = dy:i—j
iff there exist d:i——j € Ind and u1:d—dy,us: d—ds € Ind. O

Theorem 30. Let Z: Ind* — Colns be a 2-indexed coinstitution such that

1. Ind/= is K-complete for some small category K,

2. each connected component (considered as a subcategory) of a Hom-category
Ind(i,j) has a distinguished canonical weakly terminal object, such that these
canonical objects are stable under composition,

3. (d,01) = (d,02) in Sign™ implies o1 = 09,

4. ¢ is K-cocontinuous for each d:i—j € Ind, and

5. the indexed category of signatures of T is locally K -cocomplete.

Then the signature category Sign#/ = of the quotient Grothendieck institution
has K -colimits. (Note that assumptions 2 and 3 are vacuous in case of discrete
Hom-categories; we then get Theorem 26 as a special case.) a

By contravariance of Z, assumption 2 of the above proposition means that if
institution comorphisms are linked by modifications, there is always a “smallest”
comorphism that can be embedded into the other ones. This is quite realistic
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in practice. However, it is not so realistic to assume that these smallest co-
morphisms are stable under composition. For example, the composition of the
smallest embedding of FOL™ into CASL with the smallest embedding of CASL
into second-order logic will give not given the smallest embedding of FOL™ into
second-order logic, but rather a more complex one.

Assumption 3 basically means that the congruence does not identify signa-
ture morphisms within one institution, i.e. that each signature category Sign’
is faithfully embedded into Sign# / =. This assumption is a reasonable and de-
sirable property in practice. We record this explicity:

Proposition 31. emb’: Sign’ —>Sign#/ = is an embedding preserving colimits
under the assumptions of Theorem 30. a

Let us now come to exactness. We extend the notion of semi-exactness to
comorphisms and to the indexed case. An institution comorphism (@, a, () is
called (weakly) exact, if the naturality squares for 3 are (weak) pullbacks. An
2-indexed coinstitution Z: Ind* — Colns is called (weakly) locally semi-ezxact, if
each institution I° is (weakly) semi-exact (i € |[Ind|). Assuming that equivalence
classes of 2-cells have canonical weakly terminal objects, Z is called (weakly)
semi-exact if for each pullback in Ind/=

i<~—17l1
f o]
jo ey
the square
i 5 i1/ gd
Mod'(X) Mod’" (¢ (X))

¥ T - T
x P
B

Mod’?(#% (£)) =— Mod"(2° (#"(£))) = Mod" (¢ (¢(X)))

is a (weak) pullback for each signature X' in Signi7 where canonical weakly
terminal representatives are used.®

Theorem 32. Assume that the 2-indexed coinstitution Z: Ind* — Colns ful-
fills the assumptions of Theorem 30. Then the quotient Grothendieck institution
I# /= is (weakly) semi-exact if and only if
1. T is (weakly) locally semi-exact,
2. T is (weakly) semi-exact, and
3. for all canonical weakly terminal d:i — j € Ind, in I is (weakly) evact.
O

5 It might be useful to weaken these notions in the way such that model morphisms
are ignored.
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Theorems 26, 30 and 32 already provide a good theoretical basis for hetero-
geneous specification. However, in some cases, these theorems are not general
enough: Given a diagram J — Ind, its limit must be the index of some insti-
tution that can serve to encode (via comorphisms) all the institutions indexed
by the diagram. While the existence of such an institution may not be a prob-
lem (e.g. higher-order logic often serves as such a “universal” logic for coding
other logics), the uniqueness condition imposed by the limit property is more
problematic. This means that any two such “universal” institutions must have
isomorphic indices and hence be isomorphic themselves. This might work well
is some circumstances, but may not desirable in others: after all, a number of
non-isomorphic logics, such as classical higher-order logic, the calculus of con-
structions and rewriting logic have been proposed as such a “universal” logic.%

A related problem? is that the assumptions of Theorem 32 are too strong
to be met for all practical examples. E.g. the CASL institution is not weakly
semi-exact, and its encoding into HOL™ [14] is neither exact, nor does it have
a cocontinuous signature translation.

We hence now generalize the previous results by replacing weak exactness
with quasi-exactness, i.e. amalgamable colimits with weakly amalgamable co-
cones, and thereby dropping the uniqueness requirement. Hence, several non-
isomorphic “universal” institutions may coexist peacefully with our approach,
and also non-exact institutions and comorphisms may be included in the indexed
coinstitution serving as basis for heterogeneous specification.

We first extend Def. 25 to indexed coinstitutions:

Definition 33. An indexed coinstitution Z: Ind°? — Colns is called locally
quasi-exact, if each institution I® is quasi-exact (i € |Ind|). It is called quasi-
exact, if for each diagram D:.J — Ind, there is some cone (I, (d;);c|s) over
D whose image under I is weakly amalgamable. Quasi-semi-exactness is the
restriction of these notions to diagrams of shape ¢ <—— e ——e . a

However, for the index level, even quasi-exactness may be too strong. Con-
sider the diagram

CASL

N

MODALCASL CoCaAsL

How do we obtain a weakly amalgamable cocone? A simple way is to use
the embedding of MODALCASL into CASL and compose it with the inclusion of
CasL into CoCASL:

5 This problem can possibly be circumvented by formally adjoining limits to the index
category, which are then interpreted using Grothendieck institutions over subdia-
grams. However, this would add considerable complexity to the construction.

" This problem already has been noted by Diaconescu [5] for his more special version
of Theorem 32; see [13] why we consider it to be more special.
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CASL

N

MOoODALCASL CoCAsL

T~

CoCAsL

but the resulting square does not even commute.® The reason is that on the way
from CASL to CoCASL via MODALCASL, MODALCASL adds an implicit set of
worlds, which is made explicit by the embedding of MODALCASL into CAsL.? To
obtain a commuting square, we would need to have a comorphism from COCASL
to itself which adds an explicit set of worlds. However, this solution is rather
inelegant, since it means that any (present of future) extension of CASL without
possible world semantics (e.g. for HASCASL), we need a similar comorphism.

We hence prefer to split the square into two lax triangles:

CASL

|

MoDALCASL CoCAsL

T~

CoCAsL

and indeed, the square is weakly amalgamable in the following sense:

Definition 34. Given a 2-indexed coinstitution Z: Ind* — Colns, a square
consisting of two lax triangles of index morphisms

8 Of course, we could also embed everything into HOL, which would not cause any
relevant change to the subsequent discussion.

9 See [15] for the reason why the set of worlds cannot be omitted even for models of
signatures without modalities.
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is called (weakly) amalgamable, if the following diagram is a (weak) pullback

a1
B

Mod'(X) Mod’! (¢% (%))
Bd
¢ T -
Mod" (7!
pE Mod" (#4(X)) <—(21Q40d’f(¢61(¢d1(2)))
A
TModk(I}fz)
72 3d2 B k(pe2 (pd2
Mod’?(#% (%)) =<—— Mod"(#°%(%2(X)))) < .

where the lower right square is a pullback. That is, each pair consisting of a
P2(X)- and a P (X)-model with the same X-reduct is (weakly) amalgamable
to a pair consisting of a (P4 (X))- and a P (dM(X))-model having the same
@4 (X)-reduct.

. d d . .
T is called lax-quasi-exact, if each for pair of arrows jl —— j <——j2 in

Ind, there is some square
i

71l = | <= j2
k

consisting of a weakly amalgamable square of lax triangles, such that additionally
T* is quasi-semi-exact. a

Note that this property is different from (and indeed, incomparable to) amal-
gamability of the individual lax triangles:

Definition 35. Given a 2-indezed coinstitution Z: Ind* — Colns, a laz trian-
gle of index morphisms
i

>
e

is called (weakly) amalgamable, if T maps it to a (weakly) amalgamable laz tri-
angle in the sense of Definition 15. a
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Theorem 36. For a 2-indexed coinstitution Z: Ind* — Colns, assume that

— 7 is lax-quasi-ezxact, and
— all institution comorphisms in T are weakly exact.

Then IT# /= is quasi-semi-ezact. O

Call a diagram acyclic (connected) if the graph underlying its index category
is acyclic (connected) when the identity arrows are deleted.

Corollary 37. Let T satisfy the assumptions of Theorem 36. Then I% /= admits
weak amalgamation of finite acyclic connected diagrams. ad

As stated above, the importance of these results lies in the fact that quasi-
(semi-)exactness is a prerequisite for the (soundness and completeness of the)
proof calculus of development graphs [15,16]. Due to lack of space, we cannot go
into the details here. Instead, we provide a simple application of a typical situa-
tion of a view (or a refinement) involving hiding, illustrating a simple application
of the rule Theorem-Hide-Shift from the calculus of [15,16].

Proposition 38. In an institution, let a span of theories
(X1, ) (X2,%2)
be given. Then the refinement statement
Mod(o;) ™ (Mod(02)(|Mod(Xy, %)|)) C [Mod(Xy,¥)|

follows from (and, hence can be reduced to) the statement

MOd(Eg,, 0 (WZ)) - MOd(Eg, 61 (wl))

/\
\/

s a weakly amalgamable square. a

provided that
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7 From Specifications to Programs

Consider a specification SortSpec of sorting written in CASL (let it have signature
XYs), and a sorting program SortProg written in PLNG (let it have signature
X'p). We can use the institution semi-morphism toCASL: PLN G — CASL from
example 8 to express that SortProg is an implementation of SortSpec. Let (&, 3)
be toCASL decomposed in its signature and model translation component. Then
the property that we need to express is

Bs, (Mod”“NC (SortProg)) C ModCASL(SortSpec)

assuming that @(X'p) = Xg (if needed, we can ensure this property by massaging
the CASL specification appropriately).

Now the question arises how to prove this property. It would be easy if
toCASL could be extended to an institution morphism; however, there is no
hope to translate CASL formulas into programs. However, we can split the semi-
morphism toCASL = (P, 3) into a span of comorphisms

PLNG < CASE CASLo & _ toCASLT CAsL
as follows:
SignPLNG id SignPLNG @ SignCASL
SenPLNG incl 0 incl SenCASL o ¢

Mod”"NG 2~ Mod“logr <« Mod 45t o gor

Here, the “middle” institution CASLo@® is the institution with signature category

inherited from PLNG, no sentences, and models inherited from CASL via .
Our refinement statement can now be reformulated in terms of comorphisms:

(,Bg’PCASLJr)_l( g’PCASK (ModPLNG(SortProg))) C ModCASL(SortSpec)

We can regard this in a suitable Grothendieck institution; then it has ex-
actly the form of the statement in Prop. 38. We hence can reformulate the
statement, provided that we have quasi-semi-exactness. By Theorem 36, we
need lax-quasi-exactness of the indexed coinstitution. The essential ingredi-
ent to find a square of two weakly amalgamable lax triangles for the span

- +
PLNG BELLELL N CASLo @ _ teCASL CASL . But this can e.g. be given

by coding of both CASL and PLNG into a common logic such as higher order
logic (indexing institutions and comorphisms by themselves):

HOL
PLNGW W’,QHOL
id 0
PLNG = <— CasL

toCASL™ %L*

CAasLo @
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By Theorem 36, this lead to a weakly amalgamable square in the Grothendieck
institution:

(CasLo @, X))

(to/W Wjd)
)

(PLNG, Xp (CasL, Xg)

(PLNG2HOL,i CASL2HOL,0sy)

(HOL, PLNG2HOL(Xp))

By Prop. 38, our refinement statement can now be reformulated as follows:

Mod"CY(PLNG2HOL(SortProg)) € Mod™ 9% (0(CASL2HOL(SortSpec)))
which is amount to proving, in HOL,
PLNG2HOL(SortProg) - 0(CASL2HOL(SortSpec)).

An implementation of this machinery for the case PLNG=Haskell is under
way, to become part of the Heterogeneous Tool Set HETS [15,17].
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A Proofs of the Theorems

Proof of Prop. 16. Given comorphisms (®;, p;): I — J (i = 1,2,3) and a span
of modifications

(D1, p1)
PN

(D2, p2) (®3, p3)
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construct the signature component @(X) of the resulting comorphism as the
pushout

D1(X)
"
D2(X) P3(X)
(62)s // (01)s
oY)

By the universal property of the pushout, this extends to a functor &: Sign’ —
Sign'] such that 61: $3 — P and 65: P — @ become natural transformations.

p1

Jo¢2<—(]o¢14>]o¢3

A

We can then define room component of the pushout comorphism p: I — Jo® to
be J - 6030 py = J-0;0p3, and the cocone consisting of 0;: (3, p3) = (P, p) and
Os: (P2, p2) = (P, p) is easily seen to satisfy the universal property of a pushout.

The proof for coproducts, coequalizers or arbitrary non-empty colimits of
connected diagrams is very similar. O

Proof of Prop. 17: The initial institution morphism (&, u): I — J is defined
by letting ¢(X) be the initial signature, and px consist of the empty map of
sentences and the unique functor into the terminal model category. a

Proof of Prop. 20: By the definition of comorphism modification, (Z7 - Z%) o
p? = p?. But this just means that equivalent signature morphisms induce the

same corridors. O

Proof of Prop. 22: It is easy to see that the above relation is contain in
the relation generated by (1): just apply (1) twice. It remains to show that the
above relation is a congruence. Reflexivity and symmetry are clear. Concerning
transitivity, assume that

(d1,0'1 oI}l) = (dg,()’l O_’Zg?) = (d3,0’2 OI;?’) = (d5,0’2 OI;‘I),
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the first relation being witnessed by u; : do = dy,u2 : do = d3, and the second
by by us : dy = d3,uys : dg = ds. Take the pullback in Ind(j,7) of the two spans

d1 d3 d5
da dy
AS 7

0
By the construction of pushouts of 2-cells in ColIns (see Prop.16), the middle
square in

P4 (X) Ph(5) % (X)
Tyt I3? Ty? Tyt
(%) Ph(X)
% Y
(%)
o1 g2
v
2/

is a pushout, and the mediating morphism o leads to the desired form
(di,010T) = (di,0 0 TH*") = (ds, 0 0 T ) = (ds, 05 0 T3).
Concerning composition, assume that
(d1,001%!) = (d2,0 0 Z5?)
via uy : d = di,us : d = da, and
(e1,70I%)) = (e2, 70 Iy3)

via vy : e = e1,Vs : € = e9. Then for k =1,2,

(ex,00Z5F) o (dg, T oZ5%)
= (dr o eg,0 0 IyF 0 (1) 0 P (I3h)) (def. Grothendieck composition)
= (di 0 ek, 0 0 P (1) 0 P*(I %) 0 Iyt 5,y) (naturality of Z*)
= (di o e, 0 0 D (1) 0 Iyk™"*) (functoriality of Z)

which shows that we arrive at the desired form. O
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Proof of Thm. 26: Apply Theorem 1 of [22] with C; = Sign’ and C,,, = &'™.

Note that Sign? is then Flat(C°P)°. O
Proof of Lemma 28: Easy induction over the definition of (dy,01) = (da, 02).

O

Proof of Prop. 29: Analogous to the proof of Prop. 22. a

Proof of Thm. 30: The proof idea follows that of Theorem 1 in [22], the
necessary modifications being caused by the congruences. By assumption 2, we
can always choose representatives d € Ind of congruences classes [d] € Ind/ =
in such a way that d is a canonical weakly terminal object. Similarly, we can
always choose representatives (d, o) of congruence classes [(d,o)] in Sign” /=
in such a way that d is the canonical weakly terminal object in its connected
component: given an arbitrary (d, o: #%(X) — ') in Sign™, let u:d==t be a
2-cell into the canonical weakly terminal object. Then (¢,0 o Z%) is equivalent
to (d, o).

Given a diagram D: K — Sign” / =, we introduce the notation (i, X)) for
D(k) (k € |K|) and [(dm,om)]: (ik, k) — (igr, X)) for D(m) (m:k — k' €
K). Let D: K — Ind/ = be the projection of D to the first component; by
Lemma 28 this is a well-defined diagram in Ind/=. By assumption 1, D has a

Let the diagram G: K —Sign’ be defined by

G(k) = @™+ (X) (k € |K])
G(m) = ¢ (0,,) (m: k' —k € K)

Note that my is chosen to be canonical weakly terminal in [my]. By assumption 5,
G has a colimit (o3: G(k) — X)re k|- We show that ([(mg,o%)]: (ix, Z) —
(i, 2))ke| k) is a colimit of D.

Since equality implies congruence, ([(7,0%)])re|k| is a cocone of D. Let
([(n&, Or)]: ik, Xk) — (i, X)) ke x| be another cocone. By Lemma 28, ([ng]: i’ —
ir)ke| k| 18 a cocone for D. Hence there is a unique [d]: i — i with [my] o [d] =
[nk]. Since we choose representatives canonically in a way closed under compo-
sition, my o d = ny.

By assumption 4, (®%(0}))e| k| is a colimit of & o G. Note that the source
of ®4(ay,) is P4(G(k)) = &4 (P (X)) = & (X)). By the cocone property of
([(ne, O6)Dke i |s (s Ok) = (dim © Mg, O © @™ (0,)) for m:k — k' € K. By
the assumption of weakly terminal canonical representatives, ny = d,, o ng . By
assumption 3, 0 = O 0P™* (0, ). This shows that (O: P"* (L) — L) k) is a
cocone for &% o G. Hence, there is a unique 7: #4(X) — X’ with 70 ®%(0y,) = 0.
Then [(d,7)]: (i,X) — (', X’) is a unique morphism in Sign™/ = such that
((d, 7)) o [(m, %)) = [(14, 65)]- 0

Proof of Prop. 31: Clearly, emb’ is injective on objects. Faithfulness follows
from assumption 3. Preservation of colimits can be seen by inspecting the con-
struction of the proof of Theorem 30: if the indices are all 7, then the colimit is
just that in Sign’. ad
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Proof of Thm. 32: “Only if”, 1: Following Prop. 2 in [5], it is easy to see that
for each i € |Ind|, the model functor Mod' is the restriction Mod™ (i, ) of the
model functor of the Grothendieck institution to the subcategory Sign’ of the
Grothendieck signature category Sign® /=.

(Sign')? ——"~ (Sign* /="

Mod?
Mod#

CAT

By Prop. 31, the canonical injection emb': Sign’ — Sign# preserves colimits,
hence Mod® takes pushouts to (weak) pullbacks because Mod? does so.
“Only if”, 2: Given a pullback in Ind/=

i<—1
i
jo<el g

choose dy,dz, e1, ez canonically. By the construction of colimits in Theorem 30,
for any signature X' in Sign’,

[(dy,id)]

(i, )
l[(dzﬂ‘d)] l[(emd)]
(j2, 0% (£)) —— 2L (5, @1 (@ (3))) = (k, &% (8% (7))

(41,24 (X))

is a pushout in Sign” /= and is therefore mapped to a (weak) pullback by the
model functor. This gives exactly the desired property.

“Only if”, 3: Let d: j — i by canonical and o: X7 — Y5 a signature mor-
phism in Sign’. By the construction of colimits in Theorem 30,

. [(id,0)] .
(Z7 21) (Z7 22)
\L[((Lid)] l[(d:id)]
. ((id, 24 (o))] .
(4, 94(2)) (7, 24 (22))

is a pushout in Sign” /= and is therefore mapped to a (weak) pullback by the
model functor. Again, this gives exactly the desired property.
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“If”: Consider an arbitrary pushout in Sign# /=

[(d1,01)]

(4, Xo) (J1, %)
l[(dm@)] \L[(Ehel)]
. [(e2,02)]
(Ja, X2) — (k, 2")

and assume that representatives are chosen canonically. By the construction of
colimits in Theorem 30, the above pushout can be expressed as the following
composition of four pushout squares:

[(d1,id)] [(id,01)]

(i, Xo) (j1, 24 (20)) (J1,21)
l[(dzﬂ‘d)] l[(ehid)] l[(ehid)]
(ja, 8% (50)) 2 (k, @1 (@ (53))) = (k, @2 (@ (50))) o b, #°0 (£1))
l[(id,az)} l[(id@ezaz)] i[(idﬂl)]
(ja, 52) WD (2 () —— (k, &)

Now the model functor of the quotient Grothendieck institution maps the upper
left pushout to a (weak) pullback because the 2-indexed coinstitution is (weakly)
semi-exact, maps the lower right pushout to a (weak) pullback because the 2-
indexed coinstitution is (weakly) locally semi-exact, and maps the remaining
two squares to (weak) pullbacks because the comorphisms for canonical index
morphisms are (weakly) exact. Since (weak) pullback squares compose, the result
follows. ad

Proof of Thm. 36:

(dl,crl) (d21a2)

Let a diagram (ji,X1) (i, X) (jo, ¥3) in Sign™

be given. Let

d2 dl
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be a weakly amalgamable square of two lax triangles with Z* quasi-semi-
exact. By the latter property, there are 61, 6> such that

ul
@810_1

PI(D) — > ¢ (@ ()T 1 (3,)

¢e2 (¢d2(2)) 0,
lds%
02 \
P2 ( %) >3

is a weakly amalgamable square, which leads to weak amalgamability of the
lower right square in

(d1,id) (id,o1)

(i, ) (j1,8(5)) (1, 1)
N Jerao l(ﬂ’””
(@20 (, 54(5)) — 2 (1, e (@0 (255 T, 001 (1)
i(id,z}f
(72, 02(2)) ~ Lk, a2 (02(3))) (1001
(id,02) l(id@d (02))
(2, Zo) — 20 (02 () ) (k5

The upper right and lower left squares are weakly amalgamable by weak
exactness of Z¢ and Z¢2. The pair of the remaining two squares is jointly weakly
amalgamable since it is induced by a weakly amalgamable square of two lax
triangles (and note that squares in Sign™ /= induced by lax triangles in Ind
commute by definition of =). Since weakly amalgamable squares can be pasted
together, we get a weakly amalgamable cocone for the original diagram. a

Proof of Corollary 37: In the sequel, we will use terms like “connected”,
“maximal”, “lower bound” for small categories, when we really mean the pre-
order obtained from the category by collapsing the hom-sets into singletons. A
maximal element in a pre-order is an element which is equivalent to any element
above it.

Let D:J — Sign™ be a connected diagram and let Maz be the set of
maximal nodes in .JJ. We successively construct new diagrams out of J. Take two
nodes in Maz that have a common lower bound (if two such nodes do not exist,
the diagram is not connected). By Theorem 36, there is a weak amalgamating
cocone for the sub-diagram consisting of the two maximal nodes and the lower
bound (together with the arrows from the lower bound into the maximal nodes).
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Extend the diagram with the cocone. The diagram thus obtained now has a set
of maximal nodes whose size is decreased by one. By iterating this construction,
we get a diagram with one maximal node. The maximal node then is just the
tip of a weakly amalgamating cocone for the original diagram. a

Proof of Prop. 38:

A model M; € [Mod(o1) ! (Mod(c2(Mod(Xs,%,))))| is nothing but a pair
(My, Ms) of models My € [Mod(X,)|, M2 € [Mod(X5, )| with common reduct
to X. This pair can be amalgamated to a model M3 € [Mod(X3)|. Since M3lp, =
My, by the satisfaction condition, M3 =y, 62(¥2). By the assumption, also
M3 ):23 91(!?1) But this means M1 = M3‘91 ):21 lpl. (]
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The application of ideas from universal algebra to computer science has long been
a major theme of Joseph Goguen’s research, perhaps even the major theme. One
strand of this work concerns algebraic datatypes. Recently there has been some
interest in what one may call algebraic computation types. As we will show,
these are also given by equational theories, if one only understands the notion
of equational logic in somewhat broader senses than usual.

One moral of our work is that, suitably considered, equational logic is not
tied to the usual first-order syntax of terms and equations. Standard equational
logic has proved a useful tool in several branches of computer science, see, for
example, the RTA conference series [9] and textbooks, such as [1]. Perhaps the
possibilities for richer varieties of equational logic discussed here will lead to
further applications.

We begin with an explanation of computation types. Starting around 1989,
Eugenio Moggi introduced the idea of monadic notions of computation [11,12]
with the idea that, for appropriately chosen monads T on, e.g., Set, the category
of sets, one thinks of T'(X) as the type of computations of an element of X. For
example, for side-effects one takes the monad Ts(X) =u. (S x X)° where S is
the set of states. Below, we take S =.; V'°° where V is a countably infinite
set of values such as the natural numbers, and Loc is a finite set of locations.
See [2] for a recent exposition of Moggi’s ideas, particularly emphasising the
connections with functional programming, where the monadic approach has been
very influential.

As is well known, equational theories give rise to free algebra monads. For
example the free semilattice monad arises from the theory of a binary operation
U subject to the axioms of associativity, commutativity and idempotence, where
the last is the equation z U x = 2. The induced monad T (X) is the collection
of all non-empty finite subsets of X. In general, the equational theories with
operations of finite arity induce exactly those monads which have finite rank,
see, e.g., [19].

In denotational semantics one typically employs a category of ordered struc-
tures, such as w-Cpo, the category of w-cpos, which are partial orders with lubs
of increasing w-chains, and with morphisms those monotonic functions preserving
the w-lubs. An w-Cpo-semilattice is a semilattice in w-Cpo, that is an w-cpo
together with a continuous binary function satisfying the semilattice axioms;

* This work has been done with the support of EPSRC grant GR/S86372/01 and a
Royal Society-Wolfson research merit award.

K. Futatsugi et al. (Eds.): Goguen Festschrift, LNCS 4060, pp. 150-156, 2006.
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the free w-Cpo-semilattice monad is (a generalisation of) the convex powerdo-
main monad, originally defined only on a subcategory [5]. There are also lower,
or Hoare, and upper, or Smyth, powerdomain monads; these are obtained by
adding an additional axiom, viz:

r<zxUy
for the lower powerdomain, and:
z>xzUy

for the upper one. Note that these are inequations rather than equations.

This idea was carried further in [15] where similar characterisations were
noted for other important monads arising in Moggi’s approach, such as those
for exceptions, state, input/output, probabilistic nondeterminism and nontermi-
nation. One of the main contributions there was an axiomatisation of the state
monad employing families of operations of finite or countably infinite arity, as
follows. For each location [ one assumes given an operation symbol:

lookup,;

of arity the countably infinite set V' (it is convenient to allow any set to be an
arity, not just a cardinal) and for each each location ! and value v one assumes
given a unary operation symbol:

update, ,,

The idea is that a term of the form lookup,(...t,...) denotes the computation
which looks up the contents of [ in the current state and, if this is v, then proceeds
according to the computation denoted by the v-th argument, ¢,. Similarly a term
of the form update, ,(¢) denotes the computation which first updates the contents
of the location [ to v and then proceeds according to the computation denoted
by t.

These ideas have been elaborated into what may be termed the algebraic the-
ory of notions of computation, where the operations and equations are primary
and determine the monads. The computational importance of the operations is
that it is they that give rise to the effects at hand [16]. Applications include
the operational semantics of effects [14], their modular combination [7] and,
prospectively, a general logic of effects [17]; see [18] for a survey.

The examples demonstrate that the algebraic theory of computation would
benefit from a wider means of expression than is provided by standard equational
theories: one also needs to consider parameterization, operations of countable,
i.e., denumerable, arity and inequations. As we will see, a unifying réle is played
by Lawvere theories: each such kind of ‘equational’ theory corresponds to a
kind of Lawvere theory, possibly enriched or countable rather than finitary, as
standard.
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Parameterization This occurs naturally in mathematics, for example in
the notion of a vector space over a given field F. There one has the axiom:

ANz +y) =+ Ay

which involves both field elements and vectors. To treat the notion as an equa-
tional theory in the standard sense, one would introduce a unary operation of
‘multiplication by A’ for each field element A and the axiom would be rendered
as a family of equations, with one for each field element. We will instead treat
the axiom as a single parametric equation, with A a variable ranging over the
field and with multiplication by a field element treated as a parametric unary
operation on the vector space.

One can go further and allow ‘side-conditions,’ involving only the parameter
variables. For example, in the case of state, treating update as a unary operation
parametric over locations and values, one has the following parametric equation:

update, , (update, . (z)) = update; ., (update, ,(x)) (if I #1")

which has the side condition that [ # I’; the equation states that the order in
which one updates distinct locations does not matter.

Such parametric equational theories abbreviate ordinary equational theories,
but, by allowing a schema to be replaced by a parametric equation with side
conditions, may enable finitary axiomatisation and consequent direct computer
implementation. Formally one assumes given an interpretation 2l of a many-
sorted first-order signature, the parameter signature; for the equational part one
further assumes given a parametric signature where the operation symbols are
assigned a given list of sorts from the parameter signature as well as the usual
natural number. There is then a natural notion of parametric term where the
parameters are given by standard first-order terms over the parameter signature
and so of parametric equation:

t=u(p)

with side condition ¢ written in first-order logic with equality over the param-
eter signature. A collection of such equations abbreviate, as indicated above, a
standard equational theory over a derived signature.

There is a natural system for deriving these parametric equations from a given
collection Th of first-order formulas with equality over the parameter signature,
together with another given collection Eqn of parametric equations; the system
includes first-order logic with equality for the parameter spaces and equational
logic for the parametric equations. One can define whether a parametric equation
is a semantic consequence of Th and Eqn relative to the fixed interpretation 2,
but, unfortunately, taking Th to be the theory of 2, completeness need not hold.
It may, however, hold in particular cases: one such is that of vector spaces men-
tioned above taking the standard ‘ring signature’ for the many-sorted first-order
signature. On the other hand, fixing Th and Eqn, one can show completeness, if
by validity one means with respect to all models of Th.
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Infinitary operations One can treat operations of countable arity using the
evident natural notions of countable equational theory and countable Lawvere
theory; the induced monads are those of countable rank. Here is an example of a
schema of infinitary equations involving the operation of looking up the contents
of a location:

lookup (... update, ,(z)...) ==

The equation states that if a location is looked up and then updated with the
value found, then that is equivalent to doing nothing.

However it would again be preferable to have a finitary syntax, now for op-
erations of countably infinite arity. To that end, we employ binding on variables
of the arity sort, here val (standing for V'); the term-forming construction for
lookup is then:

lookup, (v:val.t)

where a is a parameter term of sort loc (standing for Loc) and ¢ is a parametric
term given the environment v :val. With this, the above infinitary schema can
be written as the following finitary ‘equation’:

lookup, (v:val.update, ,(z)) = =
We consider next the following infinitary equation scheme:
lookup, (... updatey () ...) = updatey ,, (lookup,(...xz,...)) (if I # 1)

which states that the operations of looking up one location and updating another
commute. Notice that it employs a family xz, of variables. If we introduce the
notion of a parametric variable (ranging over a suitable collection of functions)
this infinitary equation scheme can also be rendered in a finitary fashion:

lookup, (v: val.update;, ,(x.,)) = update;, ,, (lookup, (v:val.z,)) (if I # 1)

These two ideas of binding and parametric variables suffice to write down all
the parameterized, possibly infinitary, equation schemes for global state given
in [15] finitarily.

In the general formalism, we again begin with an interpretation 2l of a pa-
rameter signature, as above, except that we assume also given a subcollection of
the sorts, called the arity sorts. In the parametric signature an operation symbol
has m parameter arguments of given parameter sorts, and n argument positions,
with the ith being abstracted on k; arity sorts. A collection of parametric equa-
tions abbreviates a countable equational theory, provided that the arity sorts
are interpreted by countable sets.

One can then give a logic following the previous lines. An immediate question
is whether the logic is complete for global state, where for the many-sorted first-
order signature one would take the two sorts, loc and val, and constants for all
the elements of Loc, with the evident interpretation using V' and Loc. We would
also like to know whether we have completeness relative to all interpretations
of a given theory, as we do in the simpler case, considered above, of finitary
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operations. Positive answers to such questions would demonstrate that valid
uniform infinitary equations have uniform proofs.

Inequations These are a natural generalisation of equations and there is
an evident notion of inequational, or ordered, equational logic over operations
of finite arity, which has a straightforward completeness theorem using posets
rather than sets [3]. The resulting ordered equational theories correspond to or-
dered Lawvere theories, in the sense of [23,3]. These are not the same as the
Pos-enriched Lawvere theories of [19], as the latter allow all finite posets as ar-
ities of operations, not just the discrete ones. However they are the same as the
Pos-enriched Lawvere theories of [10], equivalently the Pos-enriched discrete
Lawvere theories of [20]. There is a natural generalisation to countable inequa-
tional logic, and the inequational theories of this logic correspond to the discrete
countable Pos-theories (the countable case is the main one considered in [20]).
In general discrete V-theories of a given rank freely induce V-theories of that
rank, in the sense of [19], and the latter induce the V-monads of the same rank;
not all such monads arise from discrete theories.

Parameterization, now over given posets, is again an expressive convenience,
and there are inequational versions of the two equational deductive systems
considered above: one for parametric inequations and the other with finitary
syntax for infinitary operations. For the parameter interpretation 2{ it is natural
to work with enriched first-order structures, which we take to mean here that
sorts are interpreted by posets, operations by monotonic functions and relations
by subsets; one then naturally works with first-order logic with inequations a < b,
rather than equations, to express parameter conditions. One evidently requires
arity sorts to be interpreted by countable discrete partial orders to obtain discrete
countable Pos-theories from a collection of parametric inequations.

Turning to w-Cpo-enrichment, one can consider discrete finitary or countable
w-Cpo-theories. Here parameterization is more than an expressive convenience:
it enables one to implicitly write down equations involving sups of increasing
chains. One can still work with simple inequations, but rather than finitary or
countably infinitary operation symbols, one takes families of such, parameterized
over a collection of parameter w-cpos. They are to be interpreted by functions
which are continuous over the parameter w-cpos as well as the algebra w-cpo. A
natural example is provided by d-cones, which arise when considering powerdo-
mains for mixed ordinary and probabilistic nondeterminism [22]. These are the
w-Cpo-semimodules over the semiring R, , which latter is the w-cpo of the non-
negative reals extended with a point at infinity, and endowed with the natural
semiring structure [13].

Collections of such inequations induce the discrete finitary or countable
w-Cpo-theories, according to the arities of the operation symbols allowed. How-
ever there is a question as to what is the appropriate inequational logic. It may be
best to introduce an explicit infinitary syntax for sups of increasing w-sequences,
but then sup-terms would only be well-formed if one could prove the sequence
was increasing, and that would mean a mutual recursion between the definitions
of proofs and well-formed terms. It remains to investigate such a system.



Some Varieties of Equational Logic 155

The next question is to what extent one can achieve a useful finitary sys-
tem. One can clearly investigate analogues of the methods used above to handle
parameterization and operations of countably infinite arity. But it is far from
clear what to do about the sup-terms. Perhaps one can restrict to considering
only least fixed-points and work with a combination of the above ideas and the
p-calculus, for which, and associated logical and categorical results, see [4,8,21].

Whatever the difficulties are with finding the right logic, it is at least the
case that the combination of parameterization, binding constructions and in-
equations, interpreted over w-Cpo, is enough to express all the theories of com-
putation types so far considered over that category. We should admit, however,
that this is not quite enough to account for all the computation types so far
considered. One difficult case is that of the continuations monad. However one
can argue that there the types should not be treated as algebraic since the nat-
ural operations are not even of the right type to be algebraic operations, and,
further, the monad does not have a rank [6].

A more interesting case is that of local state, as opposed to the above global
state, where one can declare new locations. This was treated using a monad over
a presheaf category in [15]. The monad was specified by equations, but they
involved a mixture of linear and ordinary operations, with the linear structure
coming from the Day tensor on the presheaf category. This example feels as if
it should be treatable within an algebraic framework, but we do not see the
proper notions of Lawvere theory or equational theory. Finally there is also the
possibility of employing other semantic categories in place of w-Cpo for the
algebraic computational types; we content ourselves here with the remark that
for reasonable such categories, one would expect the relevant free algebras still
to exist.
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Complete Categorical Deduction
for Satisfaction as Injectivity

Grigore Rosu
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University of Illinois at Urbana-Champaign, USA

Abstract. Birkhoff (quasi-)variety categorical axiomatizability results
have fascinated many scientists by their elegance, simplicity and gener-
ality. The key factor leading to their generality is that equations, con-
ditional or not, can be regarded as special morphisms or arrows in a
special category, where their satisfaction becomes injectivity, a simple
and abstract categorical concept. A natural and challenging next step is
to investigate complete deduction within the same general and elegant
framework. We present a categorical deduction system for equations as
arrows and show that, under appropriate finiteness requirements, it is
complete for satisfaction as injectivity. A straightforward instantiation
of our results yields complete deduction for several equational logics, in
which conditional equations can be derived as well at no additional cost,
as opposed to the typical method using the theorems of constants and
of deduction. At our knowledge, this is a new result in equational logics.

1 Introduction

Equational logic is an important paradigm in computer science. It admits com-
plete deduction and is efficiently mechanizable by rewriting: CafeOBJ [15],
Maude [12] and Elan [9] are equational specification and verification systems
in the OBJ [21] family that can perform millions and tens of millions of rewrites
per second on standard PC platforms. It is expressive: Bergstra and Tucker [5,6]
showed that any computable data type can be characterized by means of a finite
equational specification, and Goguen and Malcolm [17], Wand [41], Broy, Wirs-
ing and Pepper [11], and many others showed that equational logic is essentially
strong enough to easily describe virtually all traditional programming language
features. It has simple semantic models: its models are algebras, straightforward
and intuitive structures. We suggest Goguen and Malcolm [19] and Padawitz
and Wirsing [31] as good references for many-sorted equational logic, its com-
pleteness, as well as applications to computer science.

There are many variants and generalizations of equational logics, ranging
from unsorted [7] to many-sorted [19,31], to partial [32], to order-sorted [20,40],
to membership [27,10], to local [13], to hidden [18,34] equational logics, and
so on. A major challenge is to develop a uniform common framework for all
these variants, that allows one to formulate and prove at least some of their
important properties, such as Birkhoff axiomatizability, complete deduction and
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Craig interpolation. Whether this is possible or not is open, but what is certain
is the existence of elegant categorical equational variants by Banaschewski and
Herrlich [4], Andréka, Németi and Sain [2,3,30], Addmek and Rosicky [1] and
many others, in which equations are viewed as epimorphisms and their satisfac-
tion as injectivity, and that these allow very general treatments of variety and
quasi-variety results. We also adopt this categorical view in the present paper.

To emphasize the simplicity and generality of this approach, we mention that
everything happens within only one category, denoted by C in this paper, which
has a factorization system (£, M). The objects of C are viewed as models and
the morphisms in £, which for simplicity will be called equations, are viewed as
sentences!. In order to define our sound (w.r.t. injectivity) four rule inference
system for arrows in &, C is required to additionally have pushouts and enough
E-projectives. To show it complete, C also needs to have directed colimits and to
be £-co-well-powered, and some appropriate notions of finiteness for arrows in
€ need to be introduced. A related variant by Diaconescu [14], called category-
based equational logic, considers equations as pairs of arrows, one for each term,
and then gives a set of deduction rules that resembles that of equational logics.

The present paper is part of our efforts to develop a unifying, categorical
framework for axiomatizability, deduction and interpolation for equational and
coequational logics. In [37] it is shown that the difference w.r.t. injectivity be-
tween epimorphisms of free/projective sources and epimorphisms of any sources
is exactly as the difference w.r.t. usual satisfaction between unconditional and
conditional equations, that is, the first define varieties while the second define
quasi-varieties. In [33,36], equational axiomatizability for hidden equational logic
and coalgebra is investigated, and in [38] a categorical generalization of equa-
tional interpolation is given. The closest to the present paper is [35], where we
also present a complete four rule inference system for equations as epics, but lim-
ited to unconditional axioms. In the present paper, due to crucial developments
of finiteness concepts and results, especially Proposition 3, we non-trivially ex-
tend the results in [35] by eliminating the admittedly frustrating limitation to
unconditional axioms, putting thus an end to our quest for complete deduction
when satisfaction is injectivity. We show that a four rule inference system for
epics is complete provided that all the axioms have finite conditions and the
equation to be derived is finite. An interesting characteristic of our deduction
system is that it is also complete for conditional equations, and that those can
be derived the same way as the unconditional ones. We are not aware of any
similar result for any equational paradigm in the literature until [35], where a
version of it, restricted to unconditional axioms, was presented.

Section 2 recalls some categorical concepts and introduces our notational
conventions. Section 3 revises factorization systems. Section 4 shows how equa-
tions, both unconditional and conditional, are equivalent to surjective morphisms
and their satisfaction to injectivity; clarifying examples are presented. Section

! If one thinks that equations should be regular epimorphisms then one can read so
instead of “epimorphism.” Our results hold for any epimorphisms, so a restriction
to regular epimorphisms would be technically artificial and less general.
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5 introduces our four rule inference system for arrows and shows how it works
on various examples. Finiteness concepts and results are explored in Section 6,
which are necessary in Section 7 to show the completeness result. The last section
concludes the paper and presents challenges for further research.

2 Preliminaries

The reader is assumed familiar with basic concepts of category theory [26,23]
and equational logics [7,8,31,19]. In this section we introduce our notations and
conventions, and recall some less frequent notions. Given a category C, let |C|
denote its class of objects; we use diagrammatic order for composition of mor-
phisms, i.e.,if f: A— Band g: B — C then f;g: A — C. If the source or the
target of a morphism is not important in a certain context, then we replace it
by a bullet to avoid inventing new letters; for example, f: A — e. In situations
where there are more bullet objects, they may be different. If f: A — B and
g: A — C have a pushout then we let f9: C — o and g/ : B — e denote the
opposite arrows, up to isomorphism, of f and g in that pushout.

Given a class of morphisms € in a category C, P € |C| is called £-projective
iff for any e: @« — X in £ and any h: P — X, there is a g s.t. g;e = h. C has
enough &-projectives iff for each object X € |C| there is some E-projective
object Px and a morphism ex: Px — X in &. It is known that any set is &-
projective where £ consists of all the surjective functions, that free algebras are
E-projective where & is the class of surjective morphisms, and that the category
of algebras has enough E-projectives (for an algebra X, one can take Px to be the
free algebra over the elements in X seen as variables). Dually, I is £-injective
iff for any e: X — e and any h: X — I, there is a g s.t. e;g = h. C is called
E-co-well-powered iff for any X € |C| and any class D of morphisms in £ of
source X, there is a set D’ C D such that each morphism in D is isomorphic to
some morphism in D’; we often call D’ a representative set of D.

If X is an object in a category &, then X | £ is the comma category containing
morphisms e,e/,...: X — e in £ as objects and morphisms h € £ such that
e;h = €’ as morphisms. Notice that if £ contains only epimorphisms then there
is at most one morphism between any two objects in X | £. The intuition in
our framework for the the objects e,€’,...: X — e in the comma category X | &
will be that of equations over the same source (variables, condition).

3 Factorization Systems

The idea to form subobjects by factoring each morphism f as e;m, where e is
an epic and m is a mono, seems to go back to Grothendieck [22] in 1957, and
was intensively used by Isbell [24], Lambek [25], Mitchell [28], and many others.
Lambek was probably the first to explicitly state a diagonal-fill-in property in
1966 [25], called also “orthogonality” by Freyd and Kelly in [16]. One of the
first formal definition of a factorization system that we are aware of was given
by Herrlich and Strecker [23] in 1973, under the name factorizable category, and
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a comprehensive study of factorization systems, containing different equivalent
definitions, was done by Németi [29] in 1982.

Definition 1. A factorization system of a category C is a pair (€, M), s.t.:

— & and M are subcategories of epics and monics, respectively, in C,

— all isomorphisms in C are both in & and M, and

— each morphism f in C can be factored as e;m with e € £ and m € M
“uniquely up to isomorphism”, that is, if f = e';m’ is another factorization
of f then there is a unique isomorphism « such that e; o = €' and a;m’ = m.

The following are important properties of factorization systems:

Proposition 1. Let (€, M) be a factorization system for C, and let e € £ and
f € C be morphisms having the same source. Then

1. Diagonal-fill-in. If f;m = e; g then there is a “unique up to isomorphism”
h € C such that e;h = f and h;m = g, and
2. Pushout. If the pushout of e and f exists then ef € £.

For the rest of the paper, suppose that (£, M) is a factorization system for
a category C. The proof of the following proposition, which intuitively shows
conditions under which “equations can be put together,” can be found in [35]:

Proposition 2. If X € |C| and C has colimits then X | € has colimits.

When C is £-co-well-powered, colimits in X | £ also exist for large diagrams
D (whose nodes form a class): one takes the colimit of a representative set of D.

Definition 2. We let ({vi}icr,ep: X — Xp) denote the colimit of D C X | &,

and use e; U eq instead of ep if D consists of onlye;: X — e and eg: X — o,

4 Equations as Epimorphisms

As advocated by Banaschewski and Herrlich [4], by Andréka, Németi and Sain
[2,30], and by many others including the author [37,35], equations can be re-
garded as epimorphisms and their satisfaction as injectivity. Readers with differ-
ent background bases can find /have different explanations or intuitions for these
relationships. We next informally give our version which seems closest in spirit to
the subsequent results, together with some examples inspired from group theory.

An unconditional equation e over variables x,y, ... is nothing but a binary
relation R, (containing only one pair) on the term algebra T'(z,y, ...). This rela-
tion generates a congruence C,, which further generates a surjective morphism
of free source s.: T(x,y,z,...) = T(z,y,...)/c.. An algebra satisfies e iff it is
{s¢ }-injective. Conversely, the kernel K of a surjective morphism of free source
s: T(z,y,...) — e is nothing but a set of equations quantified by z,y, ..., and an
algebra is {s}-injective iff satisfies K. It is often more convenient to work with
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sets of equations rather than with individual equations, as perhaps best illus-
trated by Craig interpolation results that do not hold for individual equations
but do hold for sets of equations [39,38]. In this paper, by equation we also mean
a set of individual equations over the same variables, so there is a one-to-one
correspondence between equations and epimorphisms of free sources.

Ezxample 1. Let X be the unsorted signature consisting of a constant 1, a unary
operation () and a binary operation , and let us consider the equations
(Vz) 21 = z, (Vz) zz = 1, and (Vz,y, z) 2(yz) = (zy)z. In our notation, these
equations correspond to the following three epimorphisms:

axiomy: Tx(z) — generated by (z1,x),
axiomg: T (z) — generated by (xzx,1),
axioms: T (z,y,z) — e generated by (z(yz), (zy)z),

where T'x;(z) and Tx(x, y, z) are the X-term algebras over the variable x and over
the variables z, y, z, respectively, and an epimorphism e: Tx(z,y,...) — e is gen-
erated by a binary relation R of terms iff e is the natural surjection T's;(z, y, ...) —
Tx(z,y,...)/r that maps each term to its congruence class. Notice that we could
have also merged the first two epics into the epic axiom; U axioms: Tx(z) —
Tg(m)/{(mym)y(m’l)}. It is known that the algebras satisfying the three equations
above are exactly the groups, i.e., the left unit and left inverse equations can be
proved from the above. We will focus on these proofs in the next section.

What is less known is that conditional equations can also be viewed as epics
and their satisfaction as injectivity. This is explained in detail in [35]. Intuitively,
one first factors the term algebra by the condition and then takes the epic gen-
erated by the equivalence classes of the conclusion.

Ezample 2. The conditional equation (V) x = 1 if zz = 1 on groups (see Ex-
ample 1), is in our notation equivalent to the epic

axiomy : T (x)/(zq,1) — ® generated by (z, 1),

where, for simplicity, we have identified equivalence classes with some represen-
tatives: (x, 1) should normally be (Z,1). A group satisfies this new axiom iff it
has no proper square roots of unity iff it is {axiomy }-injective.

In theoretical efforts, it is often technically more easily to abstract freeness by
projectivity. We have shown in [37] that there is essentially no difference between
projective and free sources of epimorphisms with respect to axiomatizability, and
that free objects are usually projective in almost any category. The results in
this paper also hold for both situations, but we only discuss projective sources.

For the rest of the paper we assume that C, besides its factorization system
(€, M), also has enough E-projectives. Moreover, for each object X € |C| we fix
an arbitrary £-projective object Px and an arbitrary morphism ex: Px — X
in €. If C is the category of algebras over some signature and X is the quotient
of a free algebra by some congruence, then Px is usually taken to be the free
algebra and ex to map each term to its congruence class.
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Fig.1. Categorical inference rules.

Definition 3. We call the morphisms in £ equations. If e: X — e is an
equation then ex : Px — X is called its condition. If X = Px then e is called
unconditional. An object A in C satisfies the equation e: X — e, written
A E e, if and only if A is {e}-injective. = trivially extends to sets of equations.

5 Sound Deduction

In this section we give four inference rules for equations as arrows as defined in
the previous section, show that they are sound and give some examples. The first
three rules also appeared in [35]. The fourth rule appeared in an over-simplified
form in [35] because conditional axioms were not allowed there.

In this section we assume that C, besides a factorization system (£, M) and
enough £-projectives, also has pushouts.

Definition 4. Given a set of equations E, let = denote the derivation relation
generated by the rules in Fig. 1, where E-Substitution is a class of rules, one
for each f: Py — X. If the source of e is X and E & e then e is called an
X-derivation of E. Let Dx(E) denote the full subcategory of X | € of X-

derivations of E.
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Note that E F e for each e € E since one can take f = ey in FE-Substitution, and
also that Dx (E) can be a class in general because E can be a class. Since equa-
tions in E were allowed to have only E-projective sources in [35], E-Substitution
was a simple pushout there, for which reason it was called E-Pushout.

Theorem 1. Soundness. F |- e implies E |= e.

Proof. The soundness of the first three rules is easy; we only show the soundness
of E-Substitution. Let us assume that E = e{,, let A be any object such that
AEE,and let g: X — A be any morphism.

€ cE
Py Y>Ye > e

f ey
\ ; v v %
X e, >eo B °
(eyie) ,
g
\V
g > A

Since A | e{,, there is a morphism h like in the diagram above, such that
e{/; h = g. Further, since A |= e there is a morphism A’ such that e; A’ = f°¥; h.
Hence f;g = (ey;e); 1/, so by the pushout property there is a morphism ¢’ such
that (ey;e)f; ¢’ = g. Therefore, A |= (ey;e)f, ie., E |= (ey;e)f.

Ezample 3. We show that the three arrows E = {axiom;,axioms, axioms} de-
fined in Example 1 define indeed the groups, that is, that the remaining arrows
g1: Tx(x) — e generated by (lx,x), and go: Tx(x) — e generated by (zz,1),
stating the left-unit and left-inverse axioms of groups, can be derived from FE.
The table in Figure 2 shows a possible proof, where the first column shows or
gives names to newly inferred arrows, the second shows a set of generators of the
kernel of the new arrow (a dash “-” means that the set of generators is obvious,
so we do not write it to save space), and the third column shows the inference
rule used to derive the new arrow (identity is omitted).

To derive ey, for example, one applies the substitution rule for e = axiom;
where f: Tx(x) — Tx(r) takes x to zx, using tacitly the identity rule on 1y, (4

1 x
TE(.’I?) TE(>) TE(SU) e > e
f f
Vo dlrgw Y v
TE(.’I?) Ty (z) — e °

el ::(aa:l)f

We showed in 29 inference steps that the three axioms define groups. The careful
reader may have noticed that we have used unnecessarily many Restriction steps.
Indeed, if one does all the substitutions first, followed by all the unions, and then
by reductions, then one can prove the above in only 19 steps.
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Grigore Rosu

Generated by ( , )
e1 (zx)l, zx
ez (zx)zzx, 1

Inference rule
Substitution : axiom;
Substitution : axioms

es (zz)((zz)zx), ((zx)(zz))ze Substitution : axioms

€4 —

e —

es ((zz)(xx))zz, 2
er zl, x

es z(lz), (z1)x

Union : e1 Ues
Union : ez Uey
Restriction : es
Substitution : axiom1
Substitution : axioms

eg — Union : e7 Ueg

e z(lz), zx Restriction : eg

e rx, 1 Substitution : axiomi
€19 